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Preface

Background
Mathematical models for spatial-temporal physical, chemical, and biological systems under random influences are often in the form of stochastic partial differential equations (SPDEs). Stochastic partial differential equations contain randomness such as fluctuating forces, uncertain parameters, random sources, and random boundary conditions. The importance of incorporating stochastic effects in the modeling of complex systems has been recognized. For example, there has been increasing interest in mathematical modeling of complex phenomena in the climate system, biophysics, condensed matter physics, materials sciences, information systems, mechanical and electrical engineering, and finance via SPDEs. The inclusion of stochastic effects in mathematical models has led to interesting new mathematical problems at the interface of dynamical systems, partial differential equations, and probability theory. Problems arising in the context of stochastic dynamical modeling have inspired challenging research topics about the interactions among uncertainty, nonlinearity, and multiple scales. They also motivate efficient numerical methods for simulating random phenomena.

Deterministic partial differential equations originated 200 years ago as mathematical models for various phenomena in engineering and science. Now stochastic partial differential equations have started to appear more frequently to describe complex phenomena under uncertainty. Systematic research on stochastic partial differential equations started in earnest in the 1990s, resulting in several books about well-posedness, stability and deviation, and invariant measure and ergodicity, including books by Rozovskii (1990), Da Prato and Zabczyk (1992, 1996), Prevot and Rockner (2007), and Chow (2007).

Topics and Motivation
However, complex systems not only are subject to uncertainty, but they also very often operate on multiple temporal or spatial scales. In this book, we focus on stochastic partial differential equations with slow and fast time scales or large and small spatial scales. We develop basic techniques, such as averaging, slow manifolds, and homogenization, to extract effective dynamics from these stochastic partial differential equations.

The motivation for extracting effective dynamics is twofold. On one hand, effective dynamics is often just what we desire. For example, the air temperature is a macroscopic consequence of the motion of a large number of air molecules. In order
to decide what to wear in the morning, we do not need to know the velocity of these molecules, only their effective or collective effect, i.e., the temperature measured by a thermometer. On the other hand, multiscale dynamical systems are sometimes too complicated to analyze or too expensive to simulate all involved scales. To make progress in understanding these dynamical systems, it is desirable to concentrate on macroscopic scales and examine their effective evolution.

**Audience**

This book is intended as a reference for applied mathematicians and scientists (graduate students and professionals) who would like to understand effective dynamical behaviors of stochastic partial differential equations with multiple scales. It may also be used as a supplement in a course on stochastic partial differential equations. Each chapter has several exercises, with hints or solutions at the end of the book. Realizing that the readers of this book may have various backgrounds, we try to maintain a balance between mathematical precision and accessibility.

**Prerequisites**

The prerequisites for reading this book include basic knowledge of stochastic partial differential equations, such as the contents of the first three chapters of P. L. Chow’s *Stochastic Partial Differential Equations* (2007) or the first three chapters of G. Da Prato and J. Zabczyk’s *Stochastic Equations in Infinite Dimensions* (1992). To help readers quickly get up to this stage, these prerequisites are also reviewed in Chapters 3 and 4 of the present book.
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1 Introduction

Examples of stochastic partial differential equations; outlines of this book

1.1 Motivation

Deterministic partial differential equations arise as mathematical models for systems in engineering and science. Bernoulli, D’Alembert, and Euler derived and solved a linear wave equation for the motion of vibrating strings in the 18th century. In the early 19th century, Fourier derived a linear heat conduction equation and solved it via a series of trigonometric functions [192, Ch. 28].

Stochastic partial differential equations (SPDEs) appeared much later. The subject has started to gain momentum since the 1970s, with early representative works such as Cabana [58], Bensoussan and Temam [33], Pardoux [248], Faris [123], Walsh [295], and Doering [99,100], among others.

Scientific and engineering systems are often subject to uncertainty or random fluctuations. Randomness may have delicate or even profound impact on the overall evolution of these systems. For example, external noise could induce phase transitions [160, Ch. 6], bifurcation [61], resonance [172, Ch. 1], or pattern formation [142, Ch. 5], [236]. The interactions between uncertainty and nonlinearity also lead to interesting dynamical systems issues. Taking stochastic effects into account is of central importance for the development of mathematical models of complex phenomena under uncertainty in engineering and science. SPDEs emerge as mathematical models for randomly influenced systems that contain randomness, such as stochastic forcing, uncertain parameters, random sources, and random boundary conditions. For general background on SPDEs, see [30,63,76,94,127,152,159,218,260,271,306]. There has been some promising new developments in understanding dynamical behaviors of SPDEs—for example, via invariant measures and ergodicity [107,117,153,204], amplitude equations [43], numerical analysis [174], and parameter estimation [83,163,167], among others.

In addition to uncertainty, complex systems often evolve on multiple time and/or spatial scales [116]. The corresponding SPDE models thus involve multiple scales. In this book, we focus on stochastic partial differential equations with slow and fast time scales as well as large and small spatial scales. We develop basic techniques, including averaging, slow manifold reduction, and homogenization, to extract effective dynamics as described by reduced or simplified stochastic partial differential equations.

Effective dynamics are often what we desire. Multiscale dynamical systems are often too complicated to analyze or too expensive to simulate. To make progress in
understanding these dynamical systems, it is desirable to concentrate on significant scales, i.e., the macroscopic scales, and examine the effective evolution of these scales.

1.2 Examples of Stochastic Partial Differential Equations

In this section, we present a few examples of stochastic partial differential equations (SPDEs or stochastic PDEs) arising from applications.

Example 1.1 (Heat conduction in a rod with fluctuating thermal source). The conduction of heat in a rod, subject to a random thermal source, may be described by a stochastic heat equation

\[u_t = \kappa u_{xx} + \eta(x, t),\]

(1.1)

where \(u(x, t)\) is the temperature at position \(x\) and time \(t\), \(\kappa\) is the (positive) thermal diffusivity, and \(\eta(x, t)\) is a noise process.

Example 1.2 (A traffic model). A one-dimensional traffic flow may be described by a macroscopic quantity, i.e., the density. Let \(R(x, t)\) be the deviation of the density from an equilibrium state at position \(x\) and time \(t\). Then it approximately satisfies a diffusion equation with fluctuations

\[R_t = K R_{xx} - c R_x + \eta(x, t),\]

(1.2)

where \(K, c\) are positive constants depending on the equilibrium state, and \(\eta(x, t)\) is a noise process caused by environmental fluctuations.

Example 1.3 (Concentration of particles in a fluid). The concentration of particles in a fluid, \(C(x, t)\), at position \(x\) and time \(t\) approximately satisfies a diffusion equation with fluctuations

\[C_t = D \Delta C + \eta(x, t),\]

(1.3)

where \(D\) is the (positive) diffusivity, \(\Delta\) is the three-dimensional Laplace operator, and \(\eta(x, t)\) is an environmental noise process.

Example 1.4 (Vibration of a string under random forcing). A vibrating string being struck randomly by sand particles in a dust storm may be modeled by a stochastic wave equation

\[u_{tt} = c^2 u_{xx} + \eta(x, t),\]

(1.4)

where \(u(x, t)\) is the string displacement at position \(x\) and time \(t\), the positive constant \(c\) is the propagation speed of the wave, and \(\eta(x, t)\) is a noise process.

Example 1.5 (A coupled system in molecular biology). Chiral symmetry breaking is an example of spontaneous symmetry breaking affecting the chiral symmetry in nature. For example, the nucleotide links of RNA (ribonucleic acid) and DNA (deoxyribonucleic acid) incorporate exclusively dextro-rotary (D) ribose and D-deoxyribose, whereas the
enzymes involve only laevo-rotary (L) enantiomers of amino acids. Two continuous fields $a(x, t)$ and $b(x, t)$, related to the annihilation for $L$ and $D$, respectively, are described by a system of coupled stochastic partial differential equations [158]

\[
\frac{\partial}{\partial t} a = D_1 \Delta a + k_1 a - k_2 a b - k_3 a^2 + \eta_1(x, t),
\]

(1.5)

\[
\frac{\partial}{\partial t} b = D_2 \Delta b + k_1 b - k_2 a b - k_3 b^2 + \eta_2(x, t),
\]

(1.6)

where $x$ varies in a three-dimensional spatial domain; $D_1$, $D_2$ (both positive) and $k_1$, $k_2$ are real parameters; and $\eta_1$ and $\eta_2$ are noise processes. When $D_1 \ll D_2$, this is a slow-fast system of SPDEs.

**Example 1.6 (A continuum limit of dynamical evolution of a group of “particles”).** SPDEs may arise as continuum limits of a system of stochastic ordinary differential equations (SODEs or SDEs) describing the motion of “particles” under certain constraints on system parameters [7,195,196,207,214].

In particular, a stochastic Fisher–Kolmogorov–Petrovsky–Piscunov equation emerges in this context [102]

\[
\frac{\partial}{\partial t} u = Du_{xx} + \gamma u(1 - u) + \epsilon \sqrt{u(1 - u)} \eta(x, t),
\]

(1.7)

where $u(x, t)$ is the population density for a certain species; $D$, $\gamma$, and $\epsilon$ are parameters; and $\eta$ is a noise process.

**Example 1.7 (Vibration of a string and conduction of heat under random boundary conditions).** Vibration of a flexible string of length $l$, randomly excited by a boundary force, may be modeled as [57,223]

\[
\begin{align*}
\frac{\partial^2 u}{\partial t^2} &= c^2 u_{xx}, \quad 0 < x < l, \\
u(0, t) &= 0, \quad u_x(l, t) = \eta(t),
\end{align*}
\]

(1.8)

(1.9)

where $u(x, t)$ is the string displacement at position $x$ and time $t$, the positive constant $c$ is the propagation speed of the wave, and $\eta(t)$ is a noise process.

Evolution of the temperature distribution in a rod of length $l$, with fluctuating heat source at one end and random thermal flux at the other end, may be described by the following SPDE [96]:

\[
\begin{align*}
\frac{\partial u}{\partial t} &= \kappa u_{xx}, \quad 0 < x < l, \\
u(0, t) &= \eta_1(t), \quad u_x(l, t) = \eta_2(t),
\end{align*}
\]

(1.10)

(1.11)

where $u(x, t)$ is the temperature at position $x$ and time $t$, $\kappa$ is the (positive) thermal diffusivity, and $\eta_1$ and $\eta_2$ are noise processes.

Random boundary conditions also arise in geophysical fluid modeling [50,51,226].

In some situations, a random boundary condition may also involve the time derivative of the unknown quantity, called a *dynamical random boundary condition* [55,79,297,300]. For example, dynamic boundary conditions appear in the heat transfer model of a solid in contact with a fluid [210], in chemical reactor theory [211], and in colloid and interface chemistry [293]. Noise enters these boundary conditions as thermal agitation or molecular fluctuations on a physical boundary or on an interface.
Noise will be defined as the generalized time derivative of a Wiener process (or Brownian motion) $W(t)$ in Chapter 3.

Note that partial differential equations with random coefficients are called random partial differential equations (or random PDEs). They are different from stochastic partial differential equations, which contain noises in terms of Brownian motions. This distinction will become clear in the next chapter. Random partial differential equations have also appeared in mathematical modeling of various phenomena; see [14,279,169,175,208,216,212,228,250].

### 1.3 Outlines for This Book

We now briefly overview the contents of this book. Chapters 5, 6 and 7 are partly based on our recent research.

#### 1.3.1 Chapter 2: Deterministic Partial Differential Equations

We briefly present a few examples of deterministic PDEs arising as mathematical models for time-dependent phenomena in engineering and science, together with their solutions by Fourier series or Fourier transforms. Then we recall some equalities and inequalities useful for estimating solutions of both deterministic and stochastic partial differential equations.

#### 1.3.2 Chapter 3: Stochastic Calculus in Hilbert Space

We first recall basic probability concepts and Brownian motion in Euclidean space $\mathbb{R}^n$ and in Hilbert space, and then we review Fréchet derivatives and Gâteaux derivatives as needed for Itô’s formula. Finally, we discuss stochastic calculus in Hilbert space, including a version of Itô’s formula that is useful for analyzing stochastic partial differential equations.

#### 1.3.3 Chapter 4: Stochastic Partial Differential Equations

We review some basic facts about stochastic partial differential equations, including various solution concepts such as weak, strong, mild, and martingale solutions and sufficient conditions under which these solutions exist. Moreover, we briefly discuss infinite dimensional stochastic dynamical systems through a few examples.

#### 1.3.4 Chapter 5: Stochastic Averaging Principles

We consider averaging principles for a system of stochastic partial differential equations with slow and fast time scales:

\[
\begin{align*}
du^\varepsilon &= \left[\Delta u^\varepsilon + f(u^\varepsilon, v^\varepsilon)\right]dt + \sigma_1 dW_1(t), \\
\frac{d}{\varepsilon}dv^\varepsilon &= \left[\Delta v^\varepsilon + g(u^\varepsilon, v^\varepsilon)\right]dt + \frac{\sigma_2}{\sqrt{\varepsilon}} dW_2(t),
\end{align*}
\]
where \( \epsilon \) is a small positive parameter and \( W_1 \) and \( W_2 \) are mutually independent Wiener processes defined on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\). The effective dynamics for this system are shown to be described by an averaged or effective system

\[
du = \left[ \Delta u + \tilde{f}(u) \right] dt + \sigma_1 dW_1(t),
\]

where the averaged quantity \( \tilde{f}(u) \) is appropriately defined. The errors for the approximation of the original multiscale SPDE system by the effective system are quantified via normal deviation principles as well as large deviation principles.

Finally, averaging principles for partial differential equations with time-dependent, time-recurrent random coefficients (e.g., periodic, quasiperiodic, or ergodic) are also discussed.

### 1.3.5 Chapter 6: Slow Manifold Reduction

We first present a random center manifold reduction method for a class of stochastic evolutionary equations in a Hilbert space \( H \):

\[
du(t) = [Au(t) + F(u(t))]dt + u(t) \circ dW(t), \quad u(0) = u_0 \in H.
\]

Here \( \circ \) indicates the Stratonovich differential. A random center manifold is constructed as the graph of a random Lipschitz mapping \( \tilde{h}^s : H_c \to H_s \). Here \( H = H_c \oplus H_s \). Then the effective dynamics are described by a reduced system on the random center manifold

\[
du_c(t) = [A_cu_c(t) + F_c(u_c(t) + \tilde{h}^s(u_c(t), \theta_t \omega)) dt + u_c(t) \circ dW(t),
\]

where \( A_c \) and \( F_c \) are projections of \( A \) and \( F \) to \( H_c \), respectively.

Then we consider random slow manifold reduction for a system of SPDEs with slow and fast time scales:

\[
\begin{align*}
du^\epsilon &= [Au^\epsilon + f(u^\epsilon, v^\epsilon)], \quad u^\epsilon(0) = u_0 \in H_1, \quad (1.17) \\
\epsilon dv^\epsilon &= \frac{1}{\epsilon} [Bv^\epsilon + g(u^\epsilon, v^\epsilon)] dt + \frac{1}{\sqrt{\epsilon}} dW(t), \quad v^\epsilon(0) = v_0 \in H_2, \quad (1.18)
\end{align*}
\]

with a small positive parameter \( \epsilon \) and a Wiener process \( W(t) \). The effective dynamics for this system are captured by a reduced system on the random slow manifold

\[
d\tilde{u}^\epsilon(t) = [A\tilde{u}^\epsilon(t) + f(\tilde{u}^\epsilon(t), \tilde{h}^s(\tilde{u}^\epsilon(t), \theta_t \omega) + \eta^\epsilon(\theta_t \omega))] dt,
\]

where \( \tilde{h}^s(\cdot, \omega) : H_1 \to H_2 \) is a Lipschitz mapping whose graph is the random slow manifold.

### 1.3.6 Chapter 7: Stochastic Homogenization

In this final chapter, we consider a microscopic heterogeneous system under random influences. The randomness enters the system at the physical boundary of small-scale obstacles (heterogeneities) as well as at the interior of the physical medium. This system is modeled by a stochastic partial differential equation defined on a domain \( D_\epsilon \).
perforated with small holes (obstacles or heterogeneities) of “size” $\epsilon$, together with random dynamical boundary conditions on the boundaries of these small holes

$$
\begin{align*}
    du_\epsilon(x, t) &= \left[ \Delta u_\epsilon(x, t) + f(x, t, u_\epsilon, \nabla u_\epsilon) \right]dt + g_1(x, t)dW_1(x, t), \\
    &\quad \text{in } D_\epsilon \times (0, T), \\
    \epsilon^2 du_\epsilon(x, t) &= \left[ -\frac{\partial u_\epsilon(x, t)}{\partial \nu_\epsilon} - \epsilon bu_\epsilon(x, t) \right]dt + \epsilon g_2(x, t)dW_2(x, t), \\
    &\quad \text{on } \partial S_\epsilon \times (0, T),
\end{align*}
$$

(1.20)

(1.21)

with a small positive parameter $\epsilon$, constant $b$, nonlinearity $f$, and noise intensities $g_1$ and $g_2$. Moreover, $W_1(x, t)$ and $W_2(x, t)$ are mutually independent Wiener processes, and $\nu_\epsilon$ is the outward unit normal vector on the boundary of small holes.

We derive a homogenized, macroscopic model for this heterogeneous stochastic system

$$
\begin{align*}
    dU &= \left[ \vartheta^{-1} \text{div}_x \left( \tilde{A} \nabla_x U \right) - b\lambda U + \vartheta \tilde{f} \right]dt \\
    &\quad + \vartheta g_1 dW_1(t) + \lambda g_2 dW_2(t),
\end{align*}
$$

(1.22)

where $\vartheta$ and $\lambda$ are characterized by the microscopic heterogeneities. Moreover, $\tilde{A}$ and $\tilde{f}$ are appropriately homogenized linear and nonlinear operators, respectively. This homogenized or effective model is a new stochastic partial differential equation defined on a unified domain $D$ without small holes and with the usual boundary conditions only.
2 Deterministic Partial Differential Equations

Examples of partial differential equations; Fourier methods and basic analytic tools for partial differential equations

In this chapter, we first briefly present a few examples of deterministic partial differential equations (PDEs) arising as mathematical models for time-dependent phenomena in engineering and science, together with their solutions by Fourier series or Fourier transforms. Then we recall some equalities that are useful for estimating solutions of both deterministic and stochastic partial differential equations.

For elementary topics on solution methods for linear partial differential equations, see [147,239,258]. More advanced topics, such as well-posedness and solution estimates, for deterministic partial differential equations may be found in popular textbooks such as [121,176,231,264].

The basic setup and well-posedness for stochastic PDEs are discussed in Chapter 4.

2.1 Fourier Series in Hilbert Space

We recall some information about Fourier series in Hilbert space, which is related to Hilbert–Schmidt theory.

A vector space has two operations, addition and scalar multiplication, which have the usual properties we are familiar with in Euclidean space \( \mathbb{R}^n \). A Hilbert space \( H \) is a vector space with a scalar product \( \langle \cdot, \cdot \rangle \), with the usual properties we are familiar with in \( \mathbb{R}^n \); see [198, p. 128] or [313, p. 40] for details. In fact, \( \mathbb{R}^n \) is a vector space and also a Hilbert space.

A separable Hilbert space \( H \) has a countable orthonormal basis \( \{e_n\}_{n=1}^{\infty} \), \( \langle e_m, e_n \rangle = \delta_{mn} \), where \( \delta_{mn} \) is the Kronecker delta function (i.e., it takes value 1 when \( m = n \), and 0 otherwise). Moreover, for any \( h \in H \), we have Fourier series expansion

\[
h = \sum_{n=1}^{\infty} \langle h, e_n \rangle e_n. \tag{2.1}\]

In the context of solving PDEs, we choose to work in a Hilbert space with a countable orthonormal basis. Such a Hilbert space is a separable Hilbert space. This is naturally possible with the help of the Hilbert–Schmidt theorem [316, p. 232].
The Hilbert–Schmidt theorem [316, p. 232] says that a linear compact symmetric operator \( A \) on a separable Hilbert space \( H \) has a set of eigenvectors that form a complete orthonormal basis for \( H \). Furthermore, all the eigenvalues of \( A \) are real, each nonzero eigenvalue has finite multiplicity, and two eigenvectors that correspond to different eigenvalues are orthogonal.

This theorem applies to a strong self-adjoint elliptic differential operator \( B \),

\[
Bu = \sum_{0 \leq |\alpha|, |\beta| \leq m} (-1)^{|\alpha|} D^\alpha (a_{\alpha \beta}(x) D^\beta u), \quad x \in D \subset \mathbb{R}^n,
\]

where the domain of definition of \( B \) is an appropriate dense subspace of \( H = L^2(D) \), depending on the boundary condition specified for \( u \).

When \( B \) is invertible, let \( A = B^{-1} \). If \( B \) is not invertible, set \( A = (B + aI)^{-1} \) for some \( a \) such that \( (B + aI)^{-1} \) exists. This may be necessary in order for the operator to be invertible, i.e., no zero eigenvalue, such as in the case of the Laplace operator with zero Neumann boundary conditions. Note that \( A \) is a linear symmetric compact operator in a Hilbert space, e.g., \( H = L^2(D) \), the space of square-integrable functions on \( D \).

By the Hilbert–Schmidt theorem, eigenvectors (also called eigenfunctions or eigenmodes in this context) of \( A \) form an orthonormal basis for \( H = L^2(D) \). Note that \( A \) and \( B \) share the same set of eigenfunctions. So, we can claim that the strong self-adjoint elliptic operator \( B \)'s eigenfunctions form an orthonormal basis for \( H = L^2(D) \).

In the case of one spatial variable, the elliptic differential operator is the so-called Sturm–Liouville operator [316, p. 245],

\[
Bu = -(pu')' + qu, \quad x \in (0, l),
\]

where \( p(x) \), \( p'(x) \) and \( q(x) \) are continuous on \((0, l)\). This operator arises in solving linear (deterministic) partial differential equations by the method of separating variables. Due to the Hilbert–Schmidt theorem, eigenfunctions of the Sturm–Liouville operator form an orthonormal basis for \( H = L^2(0, l) \).

### 2.2 Solving Linear Partial Differential Equations

We now consider a few linear partial differential equations and their solutions.

**Example 2.1 (Wave equation).** Consider a vibrating string of length \( l \). The evolution of its displacement \( u(x, t) \), at position \( x \) and time \( t \), is modeled by the following wave equation:

\[
\begin{align*}
&u_{tt} = c^2 u_{xx}, \quad 0 < x < l, \\
&u(0, t) = u(l, t) = 0, \\
&u(x, 0) = f(x), \quad u_t(x, 0) = g(x),
\end{align*}
\]

where \( c \) is a positive constant (wave speed), and \( f, g \) are given initial data. By separating variables, \( u = X(x)T(t) \), we arrive at an eigenvalue problem for the Laplacian \( \partial_{xx} \)
with zero Dirichlet boundary conditions on \((0, l)\), namely, \(X''(x) = \lambda X, X(0) = X(l) = 0\). The eigenfunctions (which need to be nonzero by definition) are \(\sin \frac{n\pi x}{l}\) and the corresponding eigenvalues are \(\lambda_n = -\left(\frac{n\pi}{l}\right)^2\) for \(n = 1, 2, \ldots\) In fact, the set of normalized eigenfunctions (i.e., making each of them have norm 1),

\[
e_n(x) = \sqrt{2/l} \sin \frac{n\pi x}{l}, \quad n = 1, 2, \ldots,
\]

forms an orthonormal basis for the Hilbert space \(H = L^2(0, l)\) of square-integrable functions, with the usual scalar product \(\langle u, v \rangle = \int_0^l u(x)v(x)dx\). We construct the solution \(u\) by the Fourier expansion or eigenfunction expansion

\[
u = \sum_{n=1}^{\infty} u_n(t)e_n(x). \quad (2.5)
\]

Inserting this expansion into the PDE \(u_{tt} = c^2u_{xx}\), we obtain an infinite system of ordinary differential equations (ODEs)

\[
\ddot{u}_n(t) = c^2\lambda_n u_n, \quad n = 1, 2, \ldots \quad (2.6)
\]

For each \(n\), this second-order ordinary differential equation has general solution

\[
u_n(t) = A_n \cos \frac{cn\pi}{l} t + B_n \sin \frac{cn\pi}{l} t, \quad (2.7)
\]

where the constants \(A_n\) and \(B_n\) are determined by the initial conditions, to be

\[
A_n = \langle f, e_n \rangle, \quad B_n = \frac{1}{cn\pi} \langle g, e_n \rangle.
\]

Thus, the final solution is

\[
u(x, t) = \sum_{n=1}^{\infty} \left[ A_n \cos \frac{cn\pi}{l} t + B_n \sin \frac{cn\pi}{l} t \right] e_n(x). \quad (2.8)
\]

For Neumann boundary conditions, \(u_x(0, t) = u_x(l, t) = 0\), the corresponding eigenvalue problem for the Laplacian \(\partial_{xx}\) is \(X''(x) = \lambda X, X'(0) = X'(l) = 0\). The eigenfunctions are \(\cos \frac{n\pi x}{l}\) and the eigenvalues are \(-\left(\frac{n\pi}{l}\right)^2\), for \(n = 0, 1, 2, \ldots\) The set of normalized eigenfunctions,

\[
e_n(x) = \sqrt{2/l} \cos \frac{n\pi x}{l}, \quad n = 0, 1, 2, \ldots,
\]

forms an orthonormal basis for the Hilbert space \(H = L^2(0, l)\) of square-integrable functions.

For mixed boundary conditions, \(u(0, t) = u_x(l, t) = 0\), the corresponding eigenvalue problem for the Laplacian \(\partial_{xx}\) is \(X''(x) = \lambda X, X(0) = X'(l) = 0\). The eigenfunctions are \(\sin \frac{(n+12)\pi x}{l}\) and the eigenvalues are \(-[\frac{(n+12)\pi}{l}]^2\) for \(n = 0, 1, 2, \ldots\) Again, the set of normalized eigenfunctions,

\[
e_n(x) = \sqrt{2/l} \sin \frac{(n + \frac{1}{2})\pi x}{l}, \quad n = 0, 1, 2, \ldots,
\]

forms an orthonormal basis for the Hilbert space \(H = L^2(0, l)\).
Example 2.2 (Heat equation). We now consider the heat equation for the temperature $u(x, t)$ of a rod of length $l$ at position $x$ and time $t$:

$$u_t = \nu u_{xx}, \quad 0 < x < l,$$

$$u(0, t) = u(l, t) = 0,$$

$$u(x, 0) = f(x),$$

where $\nu$ is the thermal diffusivity and $f$ is the initial temperature. By separating variables, $u = X(x)T(t)$, we arrive at an eigenvalue problem for the Laplacian $\partial_{xx}$ with zero Dirichlet boundary conditions on $(0, l)$. Namely, $X''(x) = \lambda X, \ X(0) = X(l) = 0$. The eigenfunctions (which need to be nonzero) are $\sin \frac{n\pi x}{l}$ and the corresponding eigenvalues are $\lambda_n = -(\frac{n\pi}{l})^2$ for $n = 1, 2, \ldots$. The set of normalized eigenfunctions, $e_n(x) = \sqrt{\frac{2}{l}} \sin \frac{n\pi x}{l}, \ n = 1, 2, \ldots,$ forms an orthonormal basis for the Hilbert space $H = L^2(0, l)$. We construct the solution $u$ by the Fourier expansion (or eigenfunction expansion)

$$u = \sum_{n=1}^{\infty} u_n(t)e_n(x).$$

Inserting this expansion into the above PDE (2.9), we get

$$\sum \dot{u}_n(t)e_n(x) = \nu \sum \lambda_n u_n(t)e_n.$$

This leads to the following system of ODES:

$$\dot{u}_n(t) = \nu \lambda_n u_n(t), \quad n = 1, 2, 3, \ldots,$$

whose solutions are, for each $n$,

$$u_n(t) = u_n(0) \exp \left( \nu \lambda_n t \right),$$

where $u_n(0) = \langle f, e_n \rangle$ for $n = 1, 2, 3, \ldots$. Therefore, the final solution is

$$u(x, t) = \sum_{n=1}^{\infty} \langle f, e_n \rangle \exp (\nu \lambda_n t)e_n(x).$$

Introduce a semigroup of linear operators, $S(t) : H \to H$, by

$$S(t)h \triangleq \sum_{n=1}^{\infty} \langle h, e_n \rangle \exp (\nu \lambda_n t)e_n(x), \ h \in H,$$

for every $t \geq 0$. Then $S(0) = \text{Id}_H$ (identity mapping in $H$) and $S(t+s) = S(t)S(s)$, for $t, s \geq 0$. Thus the above solution can be written as $u(x, t) = S(t)f(x)$; see [253, Ch. 7] for more details.
Example 2.3 (Heat equation on the real line). We consider the heat equation on the real line

\[ u_t = \nu u_{xx}, \quad x \in \mathbb{R}^1, \quad (2.18) \]
\[ u(x, 0) = f(x), \quad (2.19) \]

where \( \nu \) is the thermal diffusivity and \( f \) is the initial temperature. Taking the Fourier transform of \( u \) with respect to \( x \),

\[ U(k, t) \triangleq \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{ikx} u(x, t) dx, \quad (2.20) \]

we obtain an initial value problem for an ordinary differential equation

\[ \frac{d}{dt} U = -\nu k^2 U, \quad (2.21) \]
\[ U(k, 0) = F(k), \quad (2.22) \]

where \( F(k) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{ikx} f(x) dx \) is the Fourier transform for the initial temperature \( f \). The solution to (2.21) and (2.22) is \( U(k, t) = F(k)e^{-\nu k^2 t} \). By the inverse Fourier transform,

\[ u(x, t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} F(k)e^{-\nu k^2 t} e^{-ikx} dk, \]

and, finally [239, Ch. 12],

\[ u(x, t) = \frac{1}{2\sqrt{\pi \nu t}} \int_{-\infty}^{\infty} f(\xi)e^{-\frac{(x-\xi)^2}{4\nu t}} d\xi. \quad (2.23) \]

Usually, \( G(x, t) \triangleq \frac{1}{2\sqrt{\pi \nu t}} e^{-\frac{x^2}{4\nu t}} \) is called the heat kernel or Gaussian kernel.

2.3 Integral Equalities

In this and the next two sections we recall some equalities and inequalities useful for estimating solutions of SPDEs as well as PDEs.

Let us review some integral identities. For more details, see [1, Sec. 7.3], [17, Ch. 7] or [121, Appendix C].

Green’s theorem in \( \mathbb{R}^2 \): Normal form

\[ \oint_C \mathbf{v} \cdot \mathbf{n} dc = \iint_D \nabla \cdot \mathbf{v} dA, \]

where \( \mathbf{v} \) is a continuously differentiable vector field, \( C \) is a piecewise smooth closed curve that encloses a bounded region \( D \) in \( \mathbb{R}^2 \), and \( \mathbf{n} \) is the unit outward normal vector
to $C$. The curve $C$ is positively oriented (i.e., if you walk along $C$ in the positive orientation, the region $D$ is to your left).

**Green’s theorem in $\mathbb{R}^2$: Tangential form**

$$\oint_C v \cdot T \, dc = \iint_D \left( \frac{\partial N}{\partial x} - \frac{\partial M}{\partial y} \right) \, dx \, dy,$$

where $v = M(x, y) \, dx + N(x, y) \, dy$ is a continuously differentiable vector field, $C$ is a piecewise smooth closed curve that encloses a bounded region $D$ in $\mathbb{R}^2$, and $T$ is the unit tangential vector to $C$. The curve $C$ is positively oriented (i.e., if you walk along $C$ in the positive orientation, the region $D$ is to your left).

**Divergence theorem in $\mathbb{R}^k$**

$$\int_S v \cdot n \, ds = \int_D \nabla \cdot v \, dA,$$

where $v$ is a continuously differentiable vector field, $S$ is a closed surface that encloses a bounded region $D$ in $\mathbb{R}^k$, and $n$ is the outward unit normal vector to $S$. In particular, taking $v$ as a vector function with one component equal to a scalar function $u$ and the rest of components zero, we have

$$\int_D u_{x_i} \, dx = \int_{\partial D} un_i \, ds, \quad i = 1, \ldots, k,$$

where $n = (n_1, \ldots, n_k)$ is the outward unit normal vector to the boundary $\partial D$ of the domain $D$ in $\mathbb{R}^k$.

Applying this theorem to $uv$ and $uv_{x_i}$, we get the following two integration by parts formulas.

**Integration by parts formula in $\mathbb{R}^k$**

$$\int_D u_{x_i} v \, dx = -\int_D uv_{x_i} \, dx + \int_S uvn_i \, ds, \quad i = 1, \ldots, k,$$

and

$$\int_D u \Delta v \, dx = -\int_D \nabla u \cdot \nabla v \, dx + \int_{\partial D} u \frac{\partial v}{\partial n} \, ds,$$

where $n = (n_1, \ldots, n_k)$ is the outward unit normal vector to the boundary $\partial D$ of the domain $D$ in $\mathbb{R}^k$.

**Stokes’s theorem in $\mathbb{R}^3$**

$$\oint_C v \cdot d\mathbf{r} = \iint_S (\nabla \times v) \cdot n \, d\sigma,$$

where $v$ is a continuously differentiable vector field and $C$ is the boundary of an oriented surface $S$ in $\mathbb{R}^3$. The direction of $C$ is taken as counterclockwise with respect to the surface $S$’s unit normal vector $n$. Stokes’s theorem relates the surface integral of the curl of a vector field over a surface to the line integral of the vector field over its boundary.
Green’s identities in $\mathbb{R}^k$

$$
\int_D \Delta u \, dx = \int_{\partial D} \frac{\partial u}{\partial n} \, ds,
$$
$$
\int_D \nabla u \cdot \nabla v \, dx = -\int_D u \Delta v \, dx + \int_{\partial D} u \frac{\partial v}{\partial n} \, ds,
$$
and

$$
\int_D (u \Delta v - v \Delta u) \, dx = \int_{\partial D} \left( u \frac{\partial v}{\partial n} - v \frac{\partial u}{\partial n} \right) \, ds,
$$

where $n$ is the unit outward normal vector to the boundary $\partial D$ of the domain $D$ in $\mathbb{R}^k$.

### 2.4 Differential and Integral Inequalities

The Gronwall inequality [88, p. 37], [146, p. 169] is often used to estimate solutions for differential or integral equations.

**Gronwall inequality: Differential form**

Assume that $y(t)$, $g(t)$ and $h(t)$ are integrable real functions, and furthermore, $y(t) \geq 0$. If $\frac{dy}{dt} \leq g(t) y + h(t)$ for $t \geq t_0$, then

$$
y(t) \leq y(t_0) e^{\int_{t_0}^t g(\tau) \, d\tau} + \int_{t_0}^t h(s) \left[ e^{\int_s^t g(\tau) \, d\tau} \right] \, ds, \quad t \geq t_0.
$$

If, in addition, $g$, $h$ are constants and $t_0 = 0$, then

$$
y(t) \leq y(0) e^{gt} - \frac{h}{g} (1 - e^{gt}), \quad t \geq 0.
$$

Note that if constant $g < 0$, then $\lim_{t \to \infty} y(t) = -\frac{h}{g}$.

**Gronwall inequality: Integral form**

Assume that $v(t)$, $k(t)$, $c(t)$ are nonnegative integrable real functions, and $c(t)$ is additionally differentiable. If $v(t) \leq c(t) + \int_0^t u(s) v(s) \, ds$ for $t \geq t_0$, then

$$
v(t) \leq v(t_0) e^{\int_{t_0}^t u(\tau) \, d\tau} + \int_{t_0}^t c'(s) \left[ e^{\int_s^t u(\tau) \, d\tau} \right] \, ds, \quad t \geq t_0.
$$

If, in addition, $k$, $c$ are positive constants and $t_0 = 0$, then

$$
v(t) \leq ce^{kt}, \quad t \geq 0.
$$

### 2.5 Sobolev Inequalities

We now review some inequalities for weakly differentiable functions [264, Ch. 7], [287, Ch. II] or [144, Ch. 7]. Let $D$ be a domain in $\mathbb{R}^n$. The Lebesgue spaces $L^p = L^p(D)$, $p \geq 1$, are the spaces of measurable functions that are $p$th order Lebesgue
integrable on a domain $D$ in $\mathbb{R}^n$. The norm for $f$ in $L^p$ is defined by

$$\|f\|_{L^p} \triangleq \left( \int_D |f(x)|^p \, dx \right)^{\frac{1}{p}}.$$ 

In particular, $L^2(D)$ is a Hilbert space with the following scalar product $\langle \cdot, \cdot \rangle$ and norm $\| \cdot \|:

$$\langle f, g \rangle := \int_D f \bar{g} \, dx, \quad \|f\| := \sqrt{\langle f, f \rangle} = \sqrt{\int_D |f(x)|^2 \, dx},$$

for $f, g$ in $L^2(D)$. Now we introduce some common Sobolev spaces. For $k = 1, 2, \ldots$, define

$$H^k(D) := \{ f : \partial^\alpha f \in L^2(D), |\alpha| \leq k \}.$$

Here $\alpha = (\alpha_1, \ldots, \alpha_n)$ with $\alpha_i$’s being nonnegative integers, $|\alpha| = \alpha_1 + \cdots + \alpha_n$, and $\partial^\alpha \triangleq \partial_{x_1}^{\alpha_1} \cdots \partial_{x_n}^{\alpha_n}$. Each of these is a Hilbert space with scalar product

$$\langle u, v \rangle_k = \int_D \sum_{|\alpha| \leq k} \partial^\alpha u \partial^\alpha \bar{v} \, dx$$

and the norm

$$\|u\|_k = \sqrt{\langle u, u \rangle_k} = \sqrt{\int_D \sum_{|\alpha| \leq k} |\partial^\alpha u|^2 \, dx}.$$

For $k = 1, 2, \ldots$ and $p \geq 1$, we further define another class of Sobolev spaces,

$$W^{k,p}(D) = \{ u : D^\alpha u \in L^p(D), |\alpha| \leq k \},$$

with norm

$$\|u\|_{k,p} = \left( \sum_{|\alpha| \leq k} \|\partial^\alpha u\|_{L^p}^p \right)^{\frac{1}{p}}.$$

Recall that $C^\infty_c(D)$ is the space of infinitely differentiable functions with compact support in the domain $D$. Then $H^k_0(D)$ is the closure of $C^\infty_c(D)$ in Hilbert space $H^k(D)$ (under the norm $\| \cdot \|_k$). It is a Hilbert space contained in $H^k(D)$. Similarly, $W^{k,p}_0(D)$ is the closure of $C^\infty_c(D)$ in Banach space $W^{k,p}(D)$ (under the norm $\| \cdot \|_{k,p}$). It is a Banach space contained in $W^{k,p}(D)$.

Standard abbreviations $L^2 = L^2(D)$, $H^k_0 = H^k_0(D)$, $k = 1, 2, \ldots$ are used for these common Sobolev spaces.

Let us list several useful inequalities.
**Cauchy–Schwarz inequality**

For \( f, g \in L^2(D) \),

\[
\left| \int_D f(x) g(x) \, dx \right| \leq \sqrt{\int_D |f(x)|^2 \, dx} \sqrt{\int_D |g(x)|^2 \, dx}.
\]

**Hölder inequality**

For \( f \in L^p(D) \) and \( g \in L^q(D) \) with \( \frac{1}{p} + \frac{1}{q} = 1 \), \( p > 1 \), and \( q > 1 \),

\[
\left| \int_D f(x) g(x) \, dx \right| \leq \left( \int_D |f(x)|^p \, dx \right)^{\frac{1}{p}} \left( \int_D |g(x)|^q \, dx \right)^{\frac{1}{q}}.
\]

**Minkowski inequality**

For \( f, g \in L^p(D) \),

\[
\left( \int_D |f(x) \pm g(x)|^p \, dx \right)^{\frac{1}{p}} \leq \left( \int_D |f(x)|^p \, dx \right)^{\frac{1}{p}} + \left( \int_D |g(x)|^p \, dx \right)^{\frac{1}{p}}.
\]

**Poincaré inequality**

For \( g \in H^1_0(D) \),

\[
\|g\|^2 \leq \int_D |g(x)|^2 \, dx \leq \left( \frac{|D|}{\omega_n} \right)^{\frac{n}{2}} \int_D |\nabla g|^2 \, dx,
\]

where \( |D| \) is the Lebesgue measure of the domain \( D \), and \( \omega_n \) is the volume of the unit ball in \( \mathbb{R}^n \) in terms of the Gamma function \( \Gamma \):

\[
\omega_n = \frac{\pi^{n/2}}{\Gamma(\frac{n}{2} + 1)}.
\]

It is clear that \( \omega_1 = 2 \), \( \omega_2 = \pi \) and \( \omega_3 = \frac{4}{3}\pi \).

Similarly, for \( u \in W^{1,p}_0(D) \), \( 1 \leq p < \infty \), and \( D \subset \mathbb{R}^n \) a bounded domain,

\[
\|u\|_p \leq \left( \frac{|D|}{\omega_n} \right)^{\frac{1}{n}} \|\nabla u\|_p.
\]

Let \( u \in W^{1,p}(D) \), \( 1 \leq p < \infty \), and \( D \subset \mathbb{R}^n \) a bounded convex domain. Take \( S \subset D \), be any measurable subset, and define the spatial average of \( u \) over \( S \) by \( u_S = \frac{1}{|S|} \int_S u \, dx \) (with \( |S| \) being the Lebesgue measure of \( S \)). Then

\[
\|u - u_S\|_p \leq \left( \frac{\omega_n}{|D|} \right)^{\frac{1}{n}} d^n \|\nabla u\|_p,
\]

where \( d \) is the diameter of \( D \).
Agmon inequality
Let $D \subset \mathbb{R}^n$ be an open domain with piecewise smooth boundary. There exists a positive constant $C$, depending only on domain $D$, such that

$$\|u\|_{L^\infty(D)} \leq C \left( \|u\|_{H^{n+1} - \frac{n+1}{2}(D)}^{\frac{1}{2}} + \|u\|_{H^{n+1} + \frac{n+1}{2}(D)}^{\frac{1}{2}} \right), \text{ for } n \text{ odd},$$

$$\|u\|_{L^\infty(D)} \leq C \left( \|u\|_{H^{n+2} - \frac{n+2}{2}(D)}^{\frac{1}{2}} + \|u\|_{H^{n+2} + \frac{n+2}{2}(D)}^{\frac{1}{2}} \right), \text{ for } n \text{ even}.$$  

In particular, for $n = 1$ and $u \in H^1(0, l)$,

$$\|u\|_{L^\infty(0,l)} \leq C \|u\|_{L^2(0,l)}^\frac{1}{2} \|u\|_{H^1(0,l)}^\frac{1}{2}.$$ 

Moreover, for $n = 1$ and $u \in H^1_0(0, l)$,

$$\|u\|_{L^\infty(0,l)} \leq C \|u\|_{L^2(0,l)}^\frac{1}{2} \|u_x\|_{L^2(0,l)}^\frac{1}{2}.$$ 

### 2.6 Some Nonlinear Partial Differential Equations

In this final section, we consider a class of nonlinear partial differential equations and present some results on the existence and uniqueness of their solutions. The basic idea is also useful to prove the existence and uniqueness of solutions for SPDEs, as in Chapter 4.

#### 2.6.1 A Class of Parabolic PDEs

Let $D$ be a bounded domain in $\mathbb{R}^n$ with piecewise smooth boundary $\partial D$. Consider the following nonlinear heat equation

$$u_t = \Delta u + f(u), \quad (2.24)$$

$$u(0) = u_0, \quad (2.25)$$

$$u|_{\partial D} = 0, \quad (2.26)$$

where $\Delta$ is the Laplace operator, $f$ is a nonlinear term, and the initial datum $u_0 \in L^2(D)$. We recall the following well-posedness result.

**Theorem 2.4.** Assume that the nonlinearity $f : L^2(D) \to L^2(D)$ is Lipschitz, that is, there exists a positive constant $L_f$ such that

$$\|f(u_1) - f(u_2)\| \leq L_f \|u_1 - u_2\|, \quad \text{for all } u_1, u_2 \in L^2(D).$$

Then for every $T > 0$ and every $u_0 \in L^2(D)$, there exists a unique solution $u \in C(0, T; L^2(D)) \cap L^2(0, T; H^1_0(D))$ for the equations (2.24)–(2.26).

The proof of the above result can be found in many textbooks [231,253,264]. We present an outline of the proof [253, Ch. 7].
2.6.1.1 Outline of the Proof of Theorem 2.4

For a given $T > 0$, denote by $X_T$ the space $C(0, T; L^2(D)) \cap L^2(0, T; H^1_0(D))$ and by $\| \cdot \|_{X_T}$ the usual norm on $X_T$. Let $A = \Delta$ with zero Dirichlet boundary condition on $D$ and denote by $S(t)$, $t \geq 0$, the $C_0$-semigroup generated by $A$ [253, Ch. 7]. Then $u$ in $X_T$ is a solution of equations (2.24)–(2.26) if and only if $u$ solves the following integral equation,

$$u(t) = S(t)u_0 + \int_0^t S(t-s)f(u(s))ds,$$

for $0 \leq t \leq T$. This is the generalization of classical variation of constant formula in Banach space [253, Ch. 6].

We first show the uniqueness of the solution. If $u$ and $v$ are two solutions to equations (2.24)–(2.26), then

$$\| u(t) - v(t) \| \leq \int_0^t \| S(t-s)[f(u(s)) - f(v(s))] \| ds \leq L_f \int_0^t \| u(s) - v(s) \| ds.$$ 

By the Gronwall inequality in the integral form (see Section 2.4) with $c(t) = 0$, we have

$$u(t) - v(t) = 0, \quad \text{for all } 0 \leq t \leq T,$$

which yields the uniqueness of solution. Next, we show the existence of solution in space $X_T$. For a given $u_0 \in L^2(D)$, define a nonlinear mapping

$$T : X_T \to X_T$$

by

$$(Tu)(t) = S(t)u_0 + \int_0^t S(t-s)f(u(s))ds, \quad 0 \leq t \leq T.$$ 

Then, by the Lipschitz property of $f$ and the boundedness of semigroup $S(t)$ [253, Ch. 6], we have

$$\| Tu - Tv \|_{X_T} \leq ML_f T \| u - v \|_{X_T},$$

where $M$ is the bound for the norm of $S(t)$ on $[0, T]$. Then, with an argument via induction on $n$, we have

$$\| T^n u - T^n v \|_{X_T} \leq \frac{(ML_f T)^n}{n!} \| u - v \|_{X_T}.$$ 

For $n$ sufficiently large, $(ML_f T)^n < n!$. Then, by the Banach contraction mapping theorem, $T$ has a unique fixed point in $C(0, T; L^2(D)) \cap L^2(0, T; H^1_0(D))$, which is the unique solution to the nonlinear heat equations (2.24)–(2.26).

In fact, a similar result holds when the nonlinearity $f$ is only locally Lipachitz [253, Ch. 7].
2.6.2 A Class of Hyperbolic PDEs

We now consider the following nonlinear wave equation on a bounded domain $D$ in $\mathbb{R}^n$ with piecewise smooth boundary $\partial D$,

$$\begin{align*}
utt + \alpha \ut &= \Delta u + f(u), \\
u(0) &= u_0 \in H_0^1(D), \quad \ut(0) = u_1 \in L^2(D), \\
u|_{\partial D} &= 0,
\end{align*}$$

(2.28) (2.29) (2.30)

where $\Delta$ is the Laplace operator, $f$ is a nonlinear term, $\alpha$ is a positive constant, and $u_0, u_1$ are initial data. The term $\alpha \ut$ has a damping effect. We recall the following well-posedness result.

Theorem 2.5. Assume that the nonlinearity $f : L^2(D) \to L^2(D)$ is Lipschitz, that is, there exists a positive constant $L_f$ such that

$$\|f(u_1) - f(u_2)\| \leq L_f \|u_1 - u_2\|,$$

for all $u_1, u_2 \in L^2(D)$.

Then, for every $T > 0$ and every $(u_0, u_1) \in H_0^1(D) \times L^2(D)$, there exists a unique solution $(u, \ut) \in C(0, T; H_0^1(D) \times L^2(D))$ for equations (2.28)–(2.30).

We also give an outline of the proof of this theorem [64, Ch. 4] and [231, Ch. 6].

2.6.2.1 Outline of the Proof of Theorem 2.5

Let $A = \Delta$, with zero Dirichlet boundary condition on $D$. Define a linear operator $A$ by

$$A(u, v) = (v, Au - \alpha v)$$

for $(u, v) \in D(A) \subset H_0^1(D) \times L^2(D)$. Then $A$ is skew-adjoint and generates a $C_0$-semigroup $S(t), t \geq 0$, as in [64]. We also define a nonlinear mapping

$$F(u, v) = (0, f(u)), \quad (u, v) \in H_0^1(D) \times L^2(D).$$

Then $F$ is Lipschitz from $H_0^1(D) \times L^2(D)$ to itself, with the same Lipschitz constant as $f$. Denoting by $U = (u, \ut)$, we rewrite equations (2.28)–(2.30) in the following form:

$$U_t = AU + F(U), \quad U(0) = (u_0, u_1) \in H_0^1(D) \times L^2(D).$$

(2.31)

For every given $T > 0$, $U(t) = (u(t), v(t)) \in C(0, T; H_0^1(D) \times L^2(D))$ is a solution of equations (2.28)–(2.30) if and only if

$$U(t) = S(t)U(0) + \int_0^t S(t - s)F(U(s))ds.$$

A similar discussion as in the proof of Theorem 2.4, via Banach contraction mapping theorem, yields the result.

Remark 2.6. The damping term in equation (2.28)–(2.30) ensures the system is dissipative [287, e.g.], that is, solutions to equations (2.28)–(2.30) are uniformly bounded on $[0, \infty)$.

For the case of local Lipschitz nonlinearity, the well-posedness is more complicated. In this case, we usually get a unique solution that exists on a short time interval (local
solution) and then certain a priori estimates on the solution ensure the existence and uniqueness of the solution for all time (global solution). For more details, see, e.g., [64,231,253,264,287].

2.7 Problems

2.1. Wave equation I
Solve the following initial-boundary value problem for the wave equation
\[ u_{tt} = u_{xx}, \quad 0 < x < 1, \]
\[ u(x, 0) = x(1 - x), \]
\[ u_t(x, 0) = 0, \]
\[ u(0, t) = u(1, t) = 0. \]

2.2. Wave equation II
Solve the following initial-boundary value problem for the wave equation
\[ u_{tt} = c^2 u_{xx}, \quad 0 < x < l, \]
\[ u(0, t) = u_x(l, t) = 0, \]
\[ u(x, 0) = f(x), \quad u_t(x, 0) = g(x). \]

How about if the boundary conditions are \( u_x(0, t) = u(l, t) = 0? \)

2.3. Heat equation I
Solve the following initial-boundary value problem for the heat equation
\[ u_t = 4u_{xx}, \quad 0 < x < 1, \quad t > 0, \]
\[ u(x, 0) = x^2(1 - x), \]
\[ u(0, t) = u(1, t) = 0. \]

2.4. Heat equation II
Solve the following initial-boundary value problem for the heat equation
\[ u_t = 4u_{xx}, \quad 0 < x < 1, \quad t > 0, \]
\[ u(x, 0) = x^2(1 - x), \]
\[ u_x(0, t) = u_x(1, t) = 0. \]

How about if the boundary conditions are \( u(0, t) = u_x(1, t) = 0? \)

2.5. Wave equation on the real line
Consider the wave equation on the real line
\[ u_{tt} = c^2 u_{xx}, \quad x \in \mathbb{R}^1, \]
\[ u(x, 0) = f(x), \]
\[ u_t(x, 0) = g(x). \]

Find the solution by Fourier transform. The solution is the well-known d’Alembert’s formula.
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3 Stochastic Calculus in Hilbert Space

Basic probability concepts; Hilbert space; Brownian motion or Wiener process; stochastic calculus; Itô’s formula

After recalling basic probability concepts, including Brownian motion and white noise, in Euclidean space $\mathbb{R}^n$, we review Fréchet derivatives and Gâteaux derivatives, which are needed for Itô’s formula. Then we define random variables, especially Gaussian random variables, in Hilbert space. Finally, we discuss stochastic calculus in Hilbert space, including a version of Itô’s formula, useful for analyzing stochastic partial differential equations.

3.1 Brownian Motion and White Noise in Euclidean Space

Recall that the Euclidean space $\mathbb{R}^n$ is equipped with the usual scalar product $\langle x, y \rangle = \sum_{j=1}^{n} x_j y_j$, which is also denoted by $x \cdot y$. This scalar product induces the Euclidean norm (or length) $\| x \|_{\mathbb{R}^n} \triangleq \sqrt{\sum_{j=1}^{n} x_j^2} = \sqrt{\langle x, x \rangle}$ and the Euclidean distance $d_{\mathbb{R}^n}(x, y) \triangleq \sqrt{\sum_{j=1}^{n} (x_j - y_j)^2} = \sqrt{\langle x - y, x - y \rangle}$. For convenience, we often denote this norm and this distance as $\| \cdot \|$ and $d(\cdot, \cdot)$, respectively.

With this distance, we can define the open ball, centered at $x_0$ with radius $r > 0$, as $B_r(x_0) \triangleq \{ x \in \mathbb{R}^n : \| x - x_0 \| < r \}$. The Borel $\sigma$-field of $\mathbb{R}^n$, i.e., $\mathcal{B}(\mathbb{R}^n)$, is generated via unions, intersections, and complements of all open balls in $\mathbb{R}^n$. Every element in $\mathcal{B}(\mathbb{R}^n)$ is called a Borel measurable set (or Borel set) in $\mathbb{R}^n$. A function $f : \mathbb{R}^n \to \mathbb{R}$ is called Borel measurable (or measurable) if for every Borel set $A$ in $\mathbb{R}$, the preimage $f^{-1}(A) \triangleq \{ x \in \mathbb{R}^n : f(x) \in A \}$ is a Borel set in $\mathbb{R}^n$.

A probability space $(\Omega, \mathcal{F}, \mathbb{P})$ consists of three ingredients: sample space $\Omega$, $\sigma$-field $\mathcal{F}$ composed of certain subsets of $\Omega$ (also called events), and probability $\mathbb{P}$ (also called probability measure). For a collection $\mathcal{F}$ of subsets of $\Omega$ to be a $\sigma$-field, it must satisfy (i) the empty set $\emptyset \in \mathcal{F}$; (ii) if $A \in \mathcal{F}$, then its complement $A^c \in \mathcal{F}$; and (iii) if $A_1, A_2, \ldots \in \mathcal{F}$, then $\bigcup_{i=1}^{\infty} A_i \in \mathcal{F}$. For example, $\mathcal{B}(\mathbb{R}^n)$, introduced above, is a $\sigma$-field of $\mathbb{R}^n$ (when we take $\mathbb{R}^n$ as a sample space).

When tossing a cubic die, the sample space is $\Omega = \{1, 2, 3, 4, 5, 6\}$. It is the set of all possible outcomes (i.e., different numbers on six faces). In a deterministic experiment, we can think of tossing a ball with the corresponding sample space $\Omega = \{1\}$, because
we could write only one number on a ball without causing confusion. Since there is only one outcome or one sample, we do not need to indicate it in a deterministic variable.

A property holds almost surely (a.s.) in the sample space $\Omega$ if the event that it holds is a sure event. In other words, the property holds on a subset $\tilde{\Omega} \subset \Omega$ of full probability measure (i.e., $P(\tilde{\Omega}) = 1$).

In this book, we do not distinguish $P(A)$ and $P\{A\}$ for an event $A$.

A probability space is said to be complete if its $\sigma$-field contains all subsets of every zero-probability event [24, p. 17]. A probability space may be extended to a complete probability space.

A random variable $X$ with values in Euclidean space $\mathbb{R}^n$, namely, for every Borel set $A$ (such as an open ball) in $\mathbb{R}^n$, the preimage $X^{-1}(A)$ is an event in $\mathcal{F}$.

The mean or mathematical expectation of a $\mathbb{R}^n$-valued random variable $X$ is a vector in $\mathbb{R}^n$ defined as

$$\mathbb{E}(X) \triangleq \int_{\Omega} X(\omega) dP(\omega),$$

whenever the integral, which is defined component by component, in the right-hand side exists. The variance of $X$ is an $n \times n$ matrix defined as

$$\text{Var}(X) \triangleq \mathbb{E}[(X - \mathbb{E}(X))(X - \mathbb{E}(X))^T].$$

where $^T$ denotes the matrix transpose. The covariance of $\mathbb{R}^n$-valued random variables $X$ and $Y$ is an $n \times n$ matrix defined as

$$\text{Cov}(X, Y) = \mathbb{E}[(X - \mathbb{E}(X))(Y - \mathbb{E}(Y))^T].$$

We denote $\text{Cov}(X, X) = \text{Var}(X)$. In fact, $\text{Cov}(X) = \text{Var}(X)$.

A random variable $X$ in Euclidean space $\mathbb{R}^n$ induces a probability measure, $P_X$, in $\mathbb{R}^n$ as

$$P_X\{A\} \triangleq P\{X^{-1}(A)\}, \quad A \in \mathcal{B}(\mathbb{R}^n). \quad (3.1)$$

The probability measure $P_X$ is also called the law of $X$ and is sometimes denoted as $\mathcal{L}(X)$. Thus $(\mathbb{R}^n, \mathcal{B}(\mathbb{R}^n), P_X)$ is a probability space.

In fact, the probability measure $P_X$ is a generalization of a more classical concept: probability distribution function. Recall that the distribution function $F_X(x)$ of $X$ is defined as

$$F_X(x) = P\{\omega \in \Omega : X(\omega) \leq x\} = P\{X^{-1}(-\infty, x]\}. \quad (3.2)$$

If there exists a function $f : \mathbb{R}^n \to \mathbb{R}^1$ such that

$$F_X(x) = \int_{-\infty}^{x} f(\xi)d\xi, \quad (3.3)$$

then $f$ is called the probability density function of the random variable $X$. The probability distribution measure $P_X$ (or law $\mathcal{L}(X)$) of $X$ is then

$$P_X\{A\} = \int_{A} f(x)dx, \quad A \in \mathcal{B}(\mathbb{R}^n). \quad (3.4)$$
A scalar Gaussian (or normal) random variable \( X : \Omega \to \mathbb{R}^1 \), with \( \mathbb{E}(X) = \mu \) and \( \text{Var}(X) = \sigma^2 \) (\( \mu \) real and \( \sigma \) positive) is denoted as \( X \sim \mathcal{N}(\mu, \sigma^2) \). That is, \( X \) has the probability density function

\[
f(x) = \frac{1}{\sqrt{2\pi} \sigma} \exp\left(-\frac{(x - \mu)^2}{2\sigma^2}\right).
\] (3.5)

Additionally, it can be shown that the odd central moments \( \mathbb{E}((X - \mu)^{2k+1}) = 0 \) for \( k = 0, 1, 2, \ldots \), and the even central moments \( \mathbb{E}((X - \mu)^{2k}) = 1 \cdot 3 \cdot 5 \cdots (2k - 1)\sigma^{2k} \) for \( k = 1, 2, \ldots \). This implies that all moments of a Gaussian random variable can be expressed in terms of the first two moments, i.e., in terms of its mean and variance.

A random variable taking values in \( \mathbb{R}^n \)

\[ X : \Omega \to \mathbb{R}^n \]

is called Gaussian if, for every \( a = (a_1, \ldots, a_n) \in \mathbb{R}^n \), \( X \cdot a = \langle X, a \rangle = a_1X_1 + \cdots + a_nX_n \) is a scalar Gaussian random variable. A Gaussian random variable in \( \mathbb{R}^n \) is denoted as \( X \sim \mathcal{N}(m, Q) \), with mean vector \( \mathbb{E}(X) = m \) and covariance matrix \( \text{Cov}(X) = Q \). The covariance matrix \( Q \) is symmetric and nonnegative definite, i.e., eigenvalue \( \lambda_j \geq 0, j = 1, \ldots, n \). The trace of \( Q \) is \( \text{Tr}(Q) = \lambda_1 + \cdots + \lambda_n \). The covariance matrix is actually

\[ Q = (Q_{ij}) = (\mathbb{E}[(X_i - m_i)(X_j - m_j)]). \]

The probability density function for this Gaussian random variable \( X \) in \( \mathbb{R}^n \) is

\[
f(x) = f(x_1, \ldots, x_n) = \frac{\sqrt{\det(A)}}{2\pi^{n/2}} e^{-\frac{1}{2} \sum_{j,k=1}^{n} (x_j - m_j)a_{jk}(x_k - m_k)},
\] (3.6)

where \( A = Q^{-1} = (a_{jk}) \). In matrix form, this becomes

\[
f(x) = \frac{\sqrt{\det(A)}}{2\pi^{n/2}} e^{-\frac{1}{2}(X-m)^T A (X-m)}.
\] (3.7)

For a two-dimensional Gaussian random variable \( (X, Y)^T \), its components \( X, Y \) are independent if and only if they are uncorrelated (i.e., \( \text{Cov}(X, Y) = \mathbb{E}[(X - \mathbb{E}X)(Y - \mathbb{E}Y)] = \mathbb{E}(XY) - \mathbb{E}X\mathbb{E}Y = 0 \)). This property is, of course, not generally true for non-Gaussian random variables. Recall that \( \mathbb{R}^n \)-valued random variables \( X_1, X_2, \ldots, X_n \) are said to be independent if

\[ \mathbb{P}\{X_1 \in B_1, X_2 \in B_2, \ldots, X_n \in B_n\} = \mathbb{P}\{X_1 \in B_1\}\mathbb{P}\{X_2 \in B_2\} \cdots \mathbb{P}\{X_n \in B_n\} \]

for all \( B_i \in \mathcal{B}(\mathbb{R}^n) \).

For \( a, b \in \mathbb{R}^n \),

\[
\mathbb{E}(X, a) = \mathbb{E} \sum_{i=1}^{n} a_iX_i = \sum_{i=1}^{n} a_i\mathbb{E}(X_i) = \sum_{i=1}^{n} a_im_i = \langle m, a \rangle,
\] (3.8)
and
\[
\mathbb{E}(\langle X - m, a \rangle \langle X - m, b \rangle) = \mathbb{E}\left( \sum_i a_i (X_i - m_i) \sum_j b_j (X_j - m_j) \right) = \sum_{i,j} a_i b_j \mathbb{E}[ (X_i - m_i)(X_j - m_j)] = \sum_{i,j} a_i b_j Q_{ij} = \langle Q a, b \rangle.
\] (3.9)

In particular, \( \langle Q a, a \rangle = \mathbb{E}\langle X - m, a \rangle^2 \geq 0 \), which confirms that \( Q \) is non-negative definite. Also, \( \langle Q a, b \rangle = \langle a, Q b \rangle \), which implies that \( Q \) is symmetric.

Now we recall some basic properties of Brownian motion \([18, \text{Ch. 4}], [24, \text{Ch. 9.2}], [115, \text{Ch. 1}], \text{or [180, Ch. 2.5]} \) in Euclidean space \( \mathbb{R}^n \).

The Brownian motion or Wiener process \( W(t) \) (also denoted as \( W(t, \omega) \) or \( W_t \)) in \( \mathbb{R}^n \) is a Gaussian stochastic process on a probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \). Being a Gaussian process, \( W(t) \) is characterized by its mean vector (taken to be the zero vector) and its covariance operator, which is an \( n \times n \) symmetric nonnegative definite matrix (i.e., \( t\times \text{the identity matrix} \ I \)). More specifically, \( W(t) \) satisfies the following conditions \([244, \text{p. 11}] \):

(a) \( W(0) = 0 \), almost surely (a.s.)
(b) \( W \) has continuous sample paths or trajectories, a.s.
(c) \( W \) has independent increments, and
(d) \( W(t) - W(s) \sim \mathcal{N}(0, (t - s) I), t \geq s \geq 0 \).

**Remark 3.1.**

(i) The covariance matrix (or covariance operator) for \( W(t) \) is \( Q = t I \) (a diagonal matrix with each diagonal element being \( t \)) and \( \text{Tr}(Q) = tn \). Because \( \text{Cov}(W_i(t), W_j(t)) = 0 \) for \( i \neq j \), the components of \( W(t) \) are pair-wise uncorrelated and thus are pair-wise independent.
(ii) \( W(t) \sim \mathcal{N}(0, t I) \), i.e., \( W(t) \) has probability density function
\[
p_t(x) = \frac{1}{(2\pi t)^{\frac{n}{2}}} e^{-\frac{x_1^2 + \cdots + x_n^2}{2t}} = \frac{1}{(2\pi t)^{\frac{n}{2}}} e^{-\frac{1}{2t} \|x\|^2}.
\]
(iii) The paths of Brownian motion are Hölder continuous with exponent less than one half. Additionally,
\[
\lim_{t \to \infty} \frac{1}{t} \|W(t, \omega)\| = 0, \ a.s.
\]
(iv) For a scalar Brownian motion \( W(t) \), the covariance \( \mathbb{E}(W(t)W(s)) = t \wedge s \triangleq \min\{t, s\} \).
(v) Sample paths of Brownian motion \( W(t) \) are not differentiable anywhere in the ordinary sense \([24, \text{p. 408}] \), but its generalized time derivative exists, in the sense
we usually use for generalized functions or weak solutions of partial differential equations [231, Ch. 2], [264, Ch. 5]. In fact, $\frac{d}{dt}W(t)$ is a mathematical model for white noise [18, p. 50].

(vi) From now on, we consider a two-sided Brownian motion $W(t), t \in \mathbb{R}$, defined by means of two independent usual Brownian motions $W^1(t)$ and $W^2(t)$:

$$W(t) \triangleq \begin{cases} W^1(t), & t \geq 0, \\ W^2(-t), & t < 0. \end{cases} \quad (3.10)$$

### 3.1.1 White Noise in Euclidean Space

A (Gaussian) noise is a special stationary stochastic process $\eta_t(\omega)$, with mean $\mathbb{E}\eta_t = 0$ and covariance $\mathbb{E}(\eta_t \eta_s) = Kc(t - s)$ for all $t$ and $s$, for constant $K > 0$ and a function $c(\cdot)$. When $c(t - s)$ is the Dirac delta function $\delta(t - s)$, the noise $\eta_t$ is called white noise; otherwise it is called colored noise.

Gaussian white noise may be modeled in terms of the “time derivative” of Brownian motion (i.e., Wiener process) $W(t)$. Let us only discuss this formally [199, Ch. 2.5], [247, Ch. 11.1] and refer to [18, Ch. 3] for a rigorous treatment.

Recall that a scalar Brownian motion $W(t)$ is a Gaussian process with stationary and independent increments, together with mean $\mathbb{E}W(t) = 0$ and covariance $\mathbb{E}(W(t)W(s)) = t \wedge s = \min\{t, s\}$.

The increment $W(t + \Delta t) - W(t) \approx \Delta t \dot{W}(t)$ is stationary, and formally, $\mathbb{E}\dot{W}(t) \approx \frac{\partial}{\partial t}W(t) = 0$. Moreover, by the formal formula $\mathbb{E}(\dot{X}_t \dot{X}_s) = \partial^2 \mathbb{E}(X_t X_s) / \partial t \partial s$, we conclude that

$$\mathbb{E}(\dot{W}(t)\dot{W}(s)) = \frac{\partial^2}{\partial t \partial s} \mathbb{E}(W(t)W(s))$$

$$= \frac{\partial^2}{\partial t \partial s} (t \wedge s)$$

$$= \frac{\partial}{\partial t} \left\{ \begin{array}{ll} t, & t - s < 0 \\
    s, & t - s \geq 0 \end{array} \right.$$

$$= \frac{\partial}{\partial t} \left\{ \begin{array}{ll} 0, & t - s < 0 \\
    1, & t - s \geq 0 \end{array} \right.$$

$$= \frac{\partial}{\partial t} H(t - s)$$

$$= \delta(t - s),$$

where $H(\xi)$ is the Heaviside function

$$H(\xi) = \begin{cases} 1, & \xi \geq 0, \\ 0, & \xi < 0. \end{cases} \quad (3.11)$$

Note that $\frac{d}{d\xi}H(\xi) = \delta(\xi)$. This, formally, says that $\dot{W}(t)$ is uncorrelated at different time instants.
Additionally, the spectral density function for $\eta_t \triangleq \dot{W}(t)$, i.e., the Fourier transform $\mathbb{F}$ for its covariance function $\mathbb{E}(\eta_t \eta_s)$ is (resembling: “white light”),

$$\mathbb{F}(\mathbb{E}(\eta_t \eta_s)) = \mathbb{F}(\dot{W}(t) \dot{W}(s)) = \mathbb{F}(\delta(t - s)) = \frac{1}{\sqrt{2\pi}} e^{-isk}.$$ 

So the power spectrum is constant: $|\mathbb{F}(\mathbb{E}(\eta_t \eta_s))|^2 = \frac{1}{2\pi}$. This resembles the white light. Thus, $\eta_t = \dot{W}(t)$ is taken as a mathematical model for white noise.

### 3.2 Deterministic Calculus in Hilbert Space

To develop tools to handle stochastic calculus in Hilbert space, we first recall some concepts of deterministic calculus in Hilbert space.

We work in a separable Hilbert space, i.e., a Hilbert space with a countable basis $\{e_n\}_{n=1}^\infty$. In fact, by Gram–Schmidt orthogonalization, we can take this basis to be orthonormal, which means that $\langle e_i, e_j \rangle = \delta_{ij}$ for all $i$ and $j$.

The scalar product in Hilbert space $H$ induces a norm $\|u\|_H = \|u\| \triangleq \sqrt{\langle u, u \rangle}$. With this norm, we can define a metric or distance $d(u, v) = \|u - v\|$. With this distance, an open ball centered at $h$ of radius $r$ is defined as the set $\{u \in H : d(u, h) < r\}$. The Borel $\sigma$-field of $H$, i.e., $\mathcal{B}(H)$, is generated via unions, intersections, and complements of all open balls in $H$. Every element in $\mathcal{B}(H)$ is called a Borel set in $H$.

A Banach space is a vector space with a norm, under which all Cauchy sequences are convergent [313, p. 52]. Euclidean space $\mathbb{R}^n$ and Hilbert spaces are also Banach spaces. In Euclidean, Hilbert, and Banach spaces, a distance, or metric, is induced by the norm $\| \cdot \|$ as $d(x, y) = \|x - y\|$. Thus we have concepts such as convergence, continuity, and differentiability (see §3.2).

An even more general space is called a metric space, which is a set with a metric (or distance). Euclidean, Hilbert, and Banach spaces are examples of metric spaces where distance (or metric) is induced by the norm, as above.

For calculus in Euclidean space $\mathbb{R}^n$, we have concepts of derivative and directional derivative. In Hilbert space, we have the corresponding Fréchet derivative and Gâteaux derivative [34, Ch. 2], [317, Ch. 4].

Let $H$ and $\hat{H}$ be two Hilbert spaces, and let $F : U \subset H \to \hat{H}$ be a mapping whose domain of definition $U$ is an open subset of $H$. Let $\mathcal{L}(H, \hat{H})$ be the set of all bounded (i.e., continuous) linear operators $A : H \to \hat{H}$. In particular, we denote $\mathcal{L}(H) \triangleq \mathcal{L}(H, H)$. We can also introduce a multilinear operator $A_1 : H \times H \to \hat{H}$. The space of all these multilinear operators is denoted as $\mathcal{L}(H \times H, H)$. A linear operator $A \in \mathcal{L}(H)$ is of trace class if there exist sequences $\{a_k\}$ and $\{b_k\}$ in $H$ such that

$$Ax = \sum_{k=1}^\infty \langle x, a_k \rangle b_k, \quad x \in H$$
and
\[ \sum_{k=1}^{\infty} \|a_k\|\|b_k\| < \infty. \]

It is known that every trace class operator $A$ is compact. In the following we denote by $\mathcal{L}^1(H) \triangleq \mathcal{L}^1(H, H)$ the set of all trace class operators in $\mathcal{L}(H)$, which is a Banach space endowed with the norm
\[ \|A\|_{\mathcal{L}^1} = \inf \left\{ \sum_{k=1}^{\infty} \|a_k\|\|b_k\| : Ax = \sum_{k=1}^{\infty} \langle x, a_k \rangle b_k, \ x \in H, \{a_k\}, \{b_k\} \subset H \right\}. \]

For a linear operator $A \in \mathcal{L}^1(H)$, its trace $\text{Tr}(A)$ is defined as
\[ \text{Tr}(A) \triangleq \sum_{k=1}^{\infty} \langle Ae_k, e_k \rangle, \]
where $\{e_k\}$ is a complete orthonormal basis on $H$. The definition is independent of the choice of a complete orthonormal basis on $H$.

**Definition 3.2.** The mapping $F$ is Fréchet differentiable at $u_0 \in U$ if there is a linear bounded operator $A : H \to \hat{H}$ such that
\[ \lim_{h \to 0} \frac{\|F(u_0 + h) - F(u_0) - Ah\|_{\hat{H}}}{\|h\|_H} = 0, \]
or
\[ \|F(u_0 + h) - F(u_0) - Ah\|_{\hat{H}} = o(\|h\|_H). \]

When there is no confusion, we use $\| \cdot \|$ to denote both norms in $H$ and $\hat{H}$. The linear bounded operator $A$ is called the Fréchet derivative of $F$ at $u_0$ and is denoted as $F_u(u_0)$. Sometimes it is also denoted as $F'(u_0)$ or $dF(u_0)$.

In other words, if $F$ is Fréchet differentiable at $u_0$, then
\[ F(u_0 + h) - F(u_0) = F_u(u_0)h + R(u_0, h), \]
where the remainder $R(u_0, h)$ satisfies the condition $\|R(u_0, h)\| = o(\|h\|)$, i.e.,
\[ \lim_{h \to 0} \frac{\|R(u_0, h)\|}{\|h\|} = 0. \]

For a nonlinear mapping $F : U \subset H \to \hat{H}$, its Fréchet derivative $F'(u_0)$ is a linear operator, i.e., $F'(u_0) \in \mathcal{L}(H, \hat{H})$. If $F$ is linear, its Fréchet derivative is the mapping $F$ itself.

**Definition 3.3.** The directional derivative of $F$ at $u_0 \in U$ in the direction $h \in H$ is defined by the limit
\[ dF(u_0, h) \triangleq \lim_{\varepsilon \to 0} \frac{F(u_0 + \varepsilon h) - F(u_0)}{\varepsilon} = \frac{d}{d\varepsilon} F(u_0 + \varepsilon h)|_{\varepsilon=0}. \]
If this limit exists for every $h \in H$, and $dF(u_0, h)$ is a linear mapping in $h$, then we say that $F$ is Gâteaux differentiable at $u_0$ and this linear mapping $dF(u_0, h)$ is called the Gâteaux derivative of $F$ at $u_0$.

If $F$ is Gâteaux differentiable at $u_0 + \varepsilon h$ for $0 \leq \varepsilon \leq 1$, then [34, p. 68],

$$F(u_0 + \varepsilon h) - F(u_0) = \int_0^1 dF(u_0 + \varepsilon h, h) d\varepsilon.$$ 

The Fréchet and Gâteaux derivatives are unique. Furthermore, if $F$ is Fréchet differentiable at $u_0$, then it is also Gâteaux differentiable at $u_0$. Conversely, if the Gâteaux derivative $dF(u_0, h)$ is a continuous mapping in $u_0$, then $F$ is also Fréchet differentiable. In either case, we have the formula [34, Theorem 2.1.13], [317, Problem 4.9]

$$F_u(u_0)h = dF(u_0, h).$$

Similarly, we can define higher-order Fréchet derivatives. Each of these derivatives is a multilinear operator. For example,

$$F_{uu}(u_0) : H \times H \to \hat{H},$$

$$(h_1, h_2) \mapsto F_{uu}(u_0)(h_1, h_2).$$

The second-order Gâteaux derivative is defined as

$$d^2 F(u_0, h_1, h_2) = d(dF(u_0, h_1), h_2) = \frac{d}{d\varepsilon} dF(u_0 + \varepsilon h_1)|_{\varepsilon=0}$$

$$= \frac{\partial^2}{\partial \varepsilon_1 \partial \varepsilon_2} F(u_0 + \varepsilon_1 h_1 + \varepsilon_2 h_2)|_{\varepsilon_1=\varepsilon_2=0}. \quad (3.14)$$

If $F$ is second-order Fréchet differentiable at $u_0$, then it is also second-order Gâteaux differentiable at $u_0$. Conversely, if the second-order Gâteaux derivative $d^2 F(u_0, h_1, h_2)$ is a continuous mapping in $u_0$, then $F$ is also second-order Fréchet differentiable. In either case, we have the formula [34, Theorem 2.1.27]

$$F_{uu}(u_0)(h_1, h_2) = d^2 F(u_0, h_1, h_2).$$

We denote

$$F''(u_0)h^2 \triangleq F_{uu}(u_0)(h, h),$$

$$F'''(u_0)h^3 \triangleq F_{uuu}(u_0)(h, h, h),$$

and similarly for higher-order Fréchet derivatives.

If $F$ is $n$th order Fréchet differentiable in a neighborhood of $u_0$, then

$$F(u_0 + h) = F(u_0) + \frac{1}{1!} F_u(u_0)h + \frac{1}{2!} F_{uu}(u_0)h^2$$

$$+ \cdots + \frac{1}{n!} F_{u\ldots u}(u_0)h^n + R(u_0, h),$$

where $R(u_0, h)$ is a remainder term that becomes negligible as $h$ approaches $0$.
or
\[
F(u_0 + h) = F(u_0) + \frac{1}{1!} F'(u_0)h + \frac{1}{2!} F''(u_0)h^2 + \cdots + \frac{1}{n!} F^{(n)}(u_0)h^n + R(u_0, h),
\]
where the remainder \( R(u_0, h) \) satisfies the condition \( \| R(u_0, h) \| = o(\|h\|^n) \), i.e.,
\[
\lim_{h \to 0} \frac{\| R(u_0, h) \|}{\|h\|^n} = 0.
\]
More specifically, we have the Taylor expansion in Hilbert space
\[
F(u + h) = F(u) + F'(u)h + \frac{1}{2!} F''(u)h^2 + \cdots + \frac{1}{m!} F^{(m)}(u)h^m + R_{m+1}(u, h),
\]
where the remainder
\[
R_{m+1}(u, h) = \frac{1}{(m + 1)!} \int_0^1 (1 - s)^m F^{(m+1)}(u + sh)h^{m+1}ds.
\]

Let us consider several examples.

**Example 3.4.** Let \( F : \mathbb{R}^n \to \mathbb{R}^1 \) be a real-valued function of variable \( \mathbf{x} = (x_1, \ldots, x_n) \). The first-order Fréchet derivative at \( \mathbf{x}_0 \) is
\[
F_x(\mathbf{x}_0) : \mathbb{R}^n \to \mathbb{R}^1,
\]
\[
F_x(\mathbf{x}_0)h = (DF(\mathbf{x}_0))^T h, \quad h \in \mathbb{R}^n,
\]
where \( DF = (\partial F/\partial x_1, \ldots, \partial F/\partial x_n)^T \) is the Jacobian vector or gradient of \( F \). In calculus, we usually use \( D \) instead of \( d \) to denote first-order derivative (or gradient).

The second-order Fréchet derivative at \( \mathbf{x}_0 \) is
\[
F_{xx}(\mathbf{x}_0) : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^1,
\]
\[
F_{xx}(\mathbf{x}_0)(h, k) = h^T H(F(\mathbf{x}_0))k, \quad h, k \in \mathbb{R}^n,
\]
where the matrix \( H(F) = \left( \frac{\partial^2 F}{\partial x_i \partial x_j} \right)_{n \times n} \) is also called the Hessian matrix of \( F \). Moreover, the Gâteaux derivative at \( \mathbf{x}_0 \) is
\[
dF(\mathbf{x}_0, h) = (DF(\mathbf{x}_0))^T h, \quad h \in \mathbb{R}^n.
\]

**Example 3.5.** Let \( H \) be a Hilbert space with scalar product \( \langle \cdot, \cdot \rangle \) and norm \( \| \cdot \|^2 = \langle \cdot, \cdot \rangle \), as in [76, p. 34].

Consider a functional \( F(u) = \|u\|_p^p \) for \( p \in [1, \infty) \). In this case, \( F_u(u_0)h = 2p\|u_0\|^{2p-2}\langle u_0, h \rangle \) and
\[
F_{uu}(u_0)(h, k) = 2p\|u_0\|^{2p-2}\langle h, k \rangle + 4p(p - 1)\|u_0\|^{2p-4}\langle u_0, h \rangle\langle u_0, k \rangle
\]
\[
= 2p\|u_0\|^{2p-2}\langle h, k \rangle + 4p(p - 1)\|u_0\|^{2p-4}(u_0 \otimes u_0)h, k),
\]
where \( (a \otimes b)h := a\langle b, h \rangle \) as introduced in § 3.3.
We list two particular cases.

(i) \( p = \frac{1}{2} \):

\[
F_u(u_0)h = \frac{1}{\|u_0\|} \langle u_0, h \rangle ,
\]

and

\[
F_{uu}(u_0)(h, k) = \frac{1}{\|u_0\|} \langle h, k \rangle - \frac{1}{\|u_0\|^3} \langle u_0, h \rangle \langle u_0, k \rangle .
\]

(ii) \( p = 1 \):

\[
F_u(u_0)h = 2 \langle u_0, h \rangle ,
\]

and

\[
F_{uu}(u_0)(h, k) = 2 \langle h, k \rangle .
\]

Example 3.6. It is interesting to see the relation between the Fréchet derivative and the variational derivative in the context of calculus of variations. The variational derivative is usually considered for functionals defined as spatial integrals, such as a Lagrange functional in mechanics. For example,

\[
F(u) = \int_0^l G(u(x), u_x(x))dx ,
\]

where \( u \) is defined for \( x \in [0, l] \) and satisfies zero Dirichlet boundary conditions at \( x = 0, l \). Then it is known [165, p. 415] that

\[
F_u(u)h = \int_0^l \frac{\delta F}{\delta u} h(x)dx , \tag{3.15}
\]

for \( h \) in the Hilbert space \( H^1_0(0, l) \). The quantity \( \frac{\delta F}{\delta u} \) is the classical variational derivative of \( F \). The equation (3.15) above gives the relation between Fréchet derivative and variational derivative.

One difficulty for problems in infinite dimensional space is that a bounded and closed set may not be compact, contrary to the case in finite dimensional Euclidean space. We need the following result on compactness.

For a Banach space \( S \), let \( S' \) be its dual space. We can also define the double dual space \( S'' \). If \( S \) coincides with its double dual space \( S'' \), then it is called a reflexive Banach space.

Let \( \mathcal{X} \subset \mathcal{Y} \subset \mathcal{Z} \) be three reflexive Banach spaces, and let \( \mathcal{X} \subset \mathcal{Y} \) with compact and dense embedding. Define a new Banach space

\[
G = \left\{ v : v \in L^2(0, T; \mathcal{X}), \frac{dv}{dt} \in L^2(0, T; \mathcal{Z}) \right\}.
\]
with norm
\[ \|v\|_G^2 = \int_0^T |v(s)|^2 \, ds + \int_0^T \left| \frac{dv}{ds}(s) \right|^2 \, ds, \quad v \in G. \]

We recall the following result [215, Theorem 5.1].

**Lemma 3.7.** If \( B \) is bounded in \( G \), then it is precompact in \( L^2(0, T; \mathcal{Y}) \).

We will be concerned with the limit of a family of functions \( u^{\varepsilon} \), which are parameterized by a small parameter \( \varepsilon \), as \( \varepsilon \to 0 \). The compactness of \( u^{\varepsilon} \) refers to the compactness of the set \( \{u^{\varepsilon} : \varepsilon > 0\} \). Compactness of \( u^{\varepsilon} \) in some space is needed because passing the limit \( \varepsilon \to 0 \) is usually a difficult issue. But a clever and easy approach is to consider compactness in a weak sense [313, Ch. V]. Here we recall convergence in some weak senses that are needed in later chapters.

We recall the definitions and some properties of weak convergence and weak* convergence [313, Ch. V.1].

**Definition 3.8.** A sequence \( \{s_n\} \) in Banach space \( S \) is said to converge weakly to \( s \in S \) if, for every \( s' \in S' \),
\[
\lim_{n \to \infty} (s', s_n)_{S', S} = (s', s)_{S', S}.
\]
This is written as \( s_n \rightharpoonup s \) weakly in \( S \). Note that \( (s', s) \) denotes the value of the continuous linear functional \( s' \) at the point \( s \).

By the Riesz representation theorem [313, Ch. III. 6], every continuous linear functional in Hilbert space \( H \) is represented in scalar product \( \langle \cdot, \cdot \rangle \). Therefore, a sequence \( \{s_n\} \) in Hilbert space \( H \) converges weakly to \( s \) in \( H \), if
\[
\langle s_n, h \rangle \to \langle s, h \rangle, \quad \text{for every } h \in H.
\]

The Riesz representation theorem also implies that a Hilbert space is a reflexive Banach space.

**Lemma 3.9 (Eberlein–Shmulyan).** Assume that Banach space \( S \) is reflexive, and let \( \{s_n\} \) be a bounded sequence in \( S \). Then there exists a subsequence \( \{s_{n_k}\} \) and \( s \in S \) such that \( s_{n_k} \rightharpoonup s \) weakly in \( S \) as \( k \to \infty \). Moreover, if all weakly convergent subsequences of \( \{s_n\} \) have the same limit \( s \) in \( S \), then the sequence \( \{s_n\} \) itself weakly converges to \( s \).

Since a Hilbert space is a reflexive Banach space, a bounded sequence in a Hilbert space has a weakly convergent subsequence.

**Definition 3.10.** A sequence \( \{s'_n\} \) in \( S' \) is said to converge weakly* to \( s' \in S' \) if, for every \( s \in S \),
\[
\lim_{n \to \infty} (s'_n, s)_{S', S} = (s', s)_{S', S}.
\]
This is written as \( s'_n \rightharpoonup^\ast s' \) weakly* in \( S' \).

By the previous lemma, we have the following result.
Lemma 3.11. Assume that the dual space $S'$ is reflexive, and let \( \{s'_n\} \) be a bounded sequence in $S'$. Then there exists a subsequence \( \{s'_{n_k}\} \) and \( s' \in S' \) such that \( s'_{n_k} \rightharpoonup s' \) weakly$^*$ in $S'$ as \( k \to \infty \). Moreover, if all weakly$^*$ convergent subsequences of \( \{s'_n\} \) have the same limit \( s' \) in $S'$, the sequence \( \{s'_n\} \) itself weakly$^*$ converges to \( s' \).

3.3 Random Variables in Hilbert Space

Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space, with sample space \( \Omega \), \( \sigma \)-field \( \mathcal{F} \), and probability measure \( \mathbb{P} \). The Borel \( \sigma \)-field, \( \mathcal{B}(H) \), in Hilbert space \( H \), the smallest \( \sigma \)-field containing all open balls. Every element of \( \mathcal{B}(H) \) is called a Borel set in \( H \). A random variable in Hilbert space \( H \) (i.e., taking values in \( H \)) is a Borel measurable mapping

\[
X : \Omega \to H.
\]

That is, for every Borel set \( A \) in \( H \), the preimage \( X^{-1}(A) \triangleq \{\omega \in \Omega : X(\omega) \in A\} \) is an event in \( \mathcal{F} \).

Similar to real-valued or vector-valued random variables, mathematical expectation of \( X \) is defined in terms of the integral with respect to the probability measure \( \mathbb{P} \)

\[
\mathbb{E}(X) = \int_{\Omega} X(\omega) d\mathbb{P}(\omega).
\]

The variance of \( X \) is

\[
\text{Var}(X) = \mathbb{E}\langle X - \mathbb{E}(X), X - \mathbb{E}(X) \rangle = \mathbb{E}\|X - \mathbb{E}(X)\|^2 = \mathbb{E}\|X\|^2 - \|\mathbb{E}(X)\|^2.
\]

In the special case when \( \mathbb{E}(X) = 0 \), the variance and the second moment are the same, i.e., \( \text{Var}(X) = \mathbb{E}\|X\|^2 \).

The covariance operator of \( X \) is defined as

\[
\text{Cov}(X) = \mathbb{E}[(X - \mathbb{E}(X)) \otimes (X - \mathbb{E}(X))],
\]

where for every pair \( a, b \in H \), \( a \otimes b \) is a bilinear operator (called the tensor product), defined by

\[
a \otimes b : H \to H,
\]

\[
(a \otimes b)h = a(b, h), \quad h \in H.
\]

Let \( X \) and \( Y \) be two random variables taking values in Hilbert space \( H \). The correlation operator of \( X \) and \( Y \) is defined by

\[
\text{Corr}(X, Y) = \mathbb{E}[(X - \mathbb{E}(X)) \otimes (Y - \mathbb{E}(Y))].
\]

Remark 3.12. The covariance operator \( \text{Cov}(X) \) is a symmetric, positive-definite and trace-class linear operator with trace

\[
\text{Tr}((\text{Cov}(X)) = \mathbb{E}\langle X - \mathbb{E}(X), X - \mathbb{E}(X) \rangle = \mathbb{E}\|X - \mathbb{E}(X)\|^2.
\]

Also,

\[
\text{Tr}((\text{Corr}(X, Y)) = \mathbb{E}\langle X - \mathbb{E}(X), Y - \mathbb{E}(Y) \rangle.
\]
To study a sequence of random variables \( \{X_n\} \) in an infinite dimensional space \( \mathcal{M} \), we need the following definitions. We also often denote \( \{X_n\} \) simply by \( X_n \). So we will not distinguish these two notations.

A random variable \( X \) in Hilbert space \( \mathcal{H} \) induces a probability measure, \( \mathbb{P}_X \), in \( \mathcal{H} \) as follows:

\[
\mathbb{P}_X \{ A \} \triangleq \mathbb{P} \{ X^{-1}(A) \}, \quad A \in \mathcal{B}(\mathcal{H}).
\]

(3.22)

The probability measure \( \mathbb{P}_X \) is also called the law of \( X \) and is sometimes denoted as \( \mathcal{L}(X) \). Thus \( (\mathcal{H}, \mathcal{B}(\mathcal{H}), \mathbb{P}_X) \) is a probability space.

A sequence of probability measures \( \mu_n \) on \( (\mathcal{H}, \mathcal{B}(\mathcal{H})) \) converges weakly to a probability measure \( \mu \) if

\[
\lim_{n \to \infty} \int_{\mathcal{H}} \varphi(x) \mu_n(dx) = \int_{\mathcal{H}} \varphi(x) \mu(dx)
\]

(3.23)

for every bounded continuous function \( \varphi \) on \( \mathcal{H} \). A sequence of random variables \( X_n \), taking values in \( \mathcal{H} \), converges weakly to a random variable \( X \) if the sequence of laws \( \mathcal{L}(X_n) \) converges weakly to the law \( \mathcal{L}(X) \).

**Definition 3.13 (Tightness).** A sequence of random variables \( \{X_n\} \) with values in metric space \( \mathcal{M} \) is called tight if, for every \( \delta > 0 \), there exists a compact set \( K_\delta \subset \mathcal{M} \) such that

\[
\mathbb{P} \{ X_n \in K_\delta \} \geq 1 - \delta, \quad \text{for all } n.
\]

Here the metric space \( \mathcal{M} \) may be a Hilbert or Banach space. An example is \( \mathcal{M} = C(0, T; \mathcal{H}) \), with \( T > 0 \) and \( \mathcal{H} \) being a Hilbert space. Moreover, tightness yields a compactness of the random variable in the sense of distribution. Let \( \mathcal{L}(X_n) \) denote the distribution of \( X_n \) in space \( \mathcal{M} \). We have the following compactness result [94, Theorem 2.3].

**Theorem 3.14 (Prohorov theorem).** Assume that \( \mathcal{M} \) is a separable Banach space. The set of probability measures \( \{\mathcal{L}(X_n)\} \) on \( (\mathcal{M}, \mathcal{B}(\mathcal{M})) \) is relatively compact if and only if \( \{X_n\} \) is tight.

By the Prohorov theorem, if the set of random variables \( \{X_n\} \) is tight, then there is a subsequence \( \{X_{n_k}\} \) and some probability measure \( \mu \) such that

\[
\mathcal{L}(X_{n_k}) \to \mu, \quad \text{weakly as } k \to \infty.
\]

The Prohorov theorem has: “counterparts” in other parts of mathematics. The Heine-Borel theorem [17, p. 59] says that every bounded sequence in Euclidean space has a convergent subsequence. The Eberlein–Shmulyan lemma above (Lemma 3.9) implies that every bounded sequence in Hilbert space has a weakly convergent subsequence. The well-known Ascoli-Arzela theorem [313, p. 85] for \( C(S) \), the space of continuous functions on a compact metric space \( S \), states that every equi-bounded and equi-continuous sequence has a convergent subsequence.

Tightness usually does not imply the almost sure convergence of the sequence of random variables. However, the following theorem links weak convergence of probability measures and almost sure convergence of random variables [94, Theorem 2.4].
Theorem 3.15 (Skorohod theorem). If a sequence of probability measures \( \{ \mu_n \} \) on \( (\mathcal{M}, \mathcal{B}(\mathcal{M})) \) weakly converges to a probability measure \( \mu \), then there exists a probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \) and random variables, \( X_1, X_2, \ldots \) and \( X \) such that the law \( \mathcal{L}(X_n) = \mu_n \) and the law \( \mathcal{L}(X) = \mu \) and
\[
\lim_{n \to \infty} X_n = X, \quad \mathbb{P}\text{-a.s.}
\]

3.4 Gaussian Random Variables in Hilbert Space

Inspired by the definition of Gaussian random variables in Euclidean space (§3.1), we now introduce Gaussian random variables taking values in Hilbert space \( H \) with scalar product \( \langle \cdot, \cdot \rangle \). See [94, Ch. 1] for more information.

Definition 3.16. A random variable \( X : \Omega \to H \) in Hilbert space \( H \) is called a Gaussian random variable if, for every \( a \) in \( H \), the scalar random variable \( \langle X, a \rangle \) is a scalar Gaussian random variable.

Remark 3.17. If \( X \) is a Gaussian random variable taking values in Hilbert space \( H \), then there exist a vector \( m \) in \( H \) and a symmetric, positive-definite operator \( Q : H \to H \) such that, for all \( a, b \in H \),
\[
\begin{align*}
(i) \quad & \mathbb{E}(X, a) = \langle m, a \rangle, \quad \text{and} \\
(ii) \quad & \mathbb{E}(\langle X - m, a \rangle \langle X - m, b \rangle) = \langle Qa, b \rangle.
\end{align*}
\]

We call \( m \) the mean vector and \( Q \) the covariance operator for \( X \). We denote these as \( \mathbb{E}(X) \triangleq m \) and \( \text{Cov}(X) \triangleq Q \), respectively. A Gaussian random variable \( X \), with mean vector \( m \) and covariance operator \( Q \), is also symbolically denoted by \( X \sim \mathcal{N}(m, Q) \).

Remark 3.18. The Borel probability measure \( \mu \) on \( (H, \mathcal{B}(H)) \), induced by a Gaussian random variable \( X \) taking values in Hilbert space \( H \), is called a Gaussian measure in \( H \). For this Gaussian measure, there exist an element \( m \in H \) and a positive-definite symmetric continuous linear operator \( Q : H \to H \) such that for all \( h, h_1, h_2 \in H \),
\[
\begin{align*}
(i) \quad & \text{Mean vector } m : \int_H \langle x, h \rangle d\mu(x) = \langle m, h \rangle, \quad \text{and} \\
(ii) \quad & \text{Covariance operator } Q : \int_H \langle x, h_1 \rangle \langle x, h_2 \rangle d\mu(x) - \langle m, h_1 \rangle \langle m, h_2 \rangle = \langle Qh_1, h_2 \rangle.
\end{align*}
\]

Since the covariance operator \( Q \) is positive-definite and symmetric, the eigenvalues of \( Q \) are positive and the eigenvectors, \( e_n, n = 1, 2, \ldots \), form an orthonormal basis (after an appropriate normalization) for Hilbert space \( H \). Let \( q_n \) be the eigenvalue corresponding to the eigenvector \( e_n \), i.e.,
\[
Qe_n = q_n e_n, \quad n = 1, 2, \ldots
\]

Then the trace \( \text{Tr}(Q) = \sum_{n=1}^\infty q_n \).

Note that
\[
X - m = \sum_{n=1}^\infty X_n e_n, \quad (3.24)
\]
with coefficients \(X_n = \langle X - m, e_n \rangle\) and

\[
\mathbb{E}X_n^2 = \mathbb{E}(\langle X - m, e_n \rangle \langle X - m, e_n \rangle) = \langle Qe_n, e_n \rangle = \langle q_n e_n, e_n \rangle = q_n.
\]

Therefore,

\[
\|X - m\|^2 = \sum_{n=1}^{\infty} X_n^2,
\]

and

\[
\mathbb{E}\|X - m\|^2 = \sum_{n=1}^{\infty} \mathbb{E}X_n^2 = \sum_{n=1}^{\infty} q_n = \text{Tr}(Q).
\]

We use \(L^2(\Omega, H)\), or just \(L^2(\Omega)\), to denote the Hilbert space of square-integrable random variables \(X : \Omega \rightarrow H\). In this Hilbert space, the scalar product is

\[
\langle X, Y \rangle = \mathbb{E}\langle X(\omega), Y(\omega) \rangle,
\]

where \(\mathbb{E}\) denotes the expectation with respect to probability \(\mathbb{P}\). This scalar product induces the usual root mean-square norm

\[
\|X\|_{L^2(\Omega)} \triangleq \sqrt{\mathbb{E}\|X(\omega)\|^2_H}.
\]

When there is no confusion, we also denote this norm as \(\| \cdot \|\). This norm provides an appropriate convergence concept: convergence in mean square or convergence in \(L^2(\Omega)\). This limit is usually denoted by \(\lim\) in m.s.

### 3.5 Brownian Motion and White Noise in Hilbert Space

Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space. We define Brownian motion or Wiener process [e.g., 94, Ch. 4.1], in Hilbert space \(H\). We consider a symmetric positive linear operator \(Q\) in \(H\). If the trace \(\text{Tr}(Q) < +\infty\), we say \(Q\) is a trace class (or nuclear) operator. Then there exists an orthonormal basis (formed by eigenfunctions of \(Q\)) \(\{e_k\}\) for \(H\) and a (bounded) sequence of nonnegative real numbers (eigenvalues of \(Q\)) \(q_k\) such that

\[
Qe_k = q_k e_k, \quad k = 1, 2, \ldots
\]

We can “imagine” the covariance operator \(Q\) as an \(\infty \times \infty\) diagonal matrix with diagonal elements \(q_1, q_2, \ldots, q_n, \ldots\).

A stochastic process \(W(t)\), or \(W_t\), taking values in \(H\), for \(t \geq 0\), is called a Wiener process with covariance operator \(Q\) if
(a) \( W(0) = 0 \ a.s. \),
(b) \( W \) has continuous sample paths a.s.,
(c) \( W \) has independent increments, and
(d) \( W(t) - W(s) \sim \mathcal{N}(0, (t-s)Q) \), \( t \geq s \).

Hence, \( W(t) \sim \mathcal{N}(0, tQ) \), i.e., \( \mathbb{E}W(t) = 0 \) and \( \operatorname{Cov}(W(t)) = tQ \). Sometimes, \( W(t) \) is also called a \( Q \)-Wiener process.

The two-sided Wiener process, \( W(t) \) for \( t \in \mathbb{R} \), is defined as in §3.2.

For every \( a \in H \), we have
\[
a = \sum_n \langle a, e_n \rangle e_n
\]
and
\[
Qa = \sum_n \langle a, e_n \rangle Qe_n = \sum_n q_n \langle a, e_n \rangle e_n.
\]

We define the fractional power of the operator \( Q \) as follows: For \( \gamma \in (0, 1) \),
\[
Q^\gamma a \triangleq \sum_n q_n^{\gamma} \langle a, e_n \rangle e_n
\]
whenever the right-hand side is well defined. Furthermore, for symmetric and positive-definite \( Q \), we can also define \( Q^\gamma \) as in (3.28) for all \( \gamma \in \mathbb{R} \). In fact, for a given function \( h : \mathbb{R}^1 \to \mathbb{R}^1 \), we define the operator \( h(Q) \) through the following natural formula [316, p. 293],
\[
h(Q)u = \sum_n h(q_n) \langle u, e_n \rangle e_n,
\]
as long as the right-hand side is well defined.

**Representations of Brownian motion in Hilbert space**
An \( H \)-valued Brownian motion \( W(t) \) has an infinite series representation [94, Ch. 4.1]
\[
W(t) = \sum_{n=1}^{\infty} \sqrt{q_n} W_n(t) e_n,
\]
where
\[
W_n(t) := \begin{cases} \frac{(W(t), e_n)}{\sqrt{q_n}}, & q_n > 0, \\ 0, & q_n = 0, \end{cases}
\]
are standard scalar independent Brownian motions, that is, \( W_n(t) \sim \mathcal{N}(0, t) \), \( \mathbb{E}W_n(t) = 0 \), \( \mathbb{E}W_n(t)^2 = t \) and \( \mathbb{E}(W_n(t)W_n(s)) = \min\{t, s\} \). The infinite series (3.29) converges in \( L^2(\Omega) \) as long as \( \operatorname{Tr}(Q) = \sum q_n < \infty \). From this representation, we conclude
\[
\lim_{t \to \infty} \frac{1}{t} \|W(t)\| = 0, \ a.s.
\]
Note that we may imagine that $W(t)$ to be a Brownian motion with countably many components, $\langle W(t), e_n \rangle, n = 1, 2, \ldots$, with the covariance being an infinity by infinity diagonal “matrix” $tQ$ of diagonal elements $tq_1, tq_2, \ldots$. Thus the components $\langle W, e_i \rangle$ and $\langle W, e_j \rangle$ are uncorrelated and hence independent for $i \neq j$. Therefore, $W_n(t)$’s are pair-wise independent standard scalar Brownian motions.

For $a, b \in H$, we have the following identities:

\[ E\langle W(t), W(t) \rangle = E\|W(t)\|^2 = E \left( \sum_{n=1}^{\infty} \sqrt{q_n} W_n(t)e_n, \sum_{n=1}^{\infty} \sqrt{q_n} W_n(t)e_n \right) \]
\[ = \sum_{n=1}^{\infty} q_n E[W_n(t)W_n(t)] \]
\[ = t \sum_{n=1}^{\infty} q_n = t\text{Tr}(Q), \quad (3.31) \]
\[ E\langle W(t), a \rangle = \langle 0, a \rangle = 0, \quad (3.32) \]

and

\[ E(\langle W(t), a \rangle \langle W(t), b \rangle) = E \left( \sum_{n=1}^{\infty} \sqrt{q_n} W_n(t)e_n, a \right) \left( \sum_{n=1}^{\infty} \sqrt{q_n} W_n(t)e_n, b \right) \]
\[ = E \sum_{m,n} \sqrt{q_mq_n} W_m(t)W_n(t)\langle e_m, a \rangle \langle e_n, b \rangle \]
\[ = t \sum_{n} \langle e_n, a \rangle \langle q_n e_n, b \rangle = t \sum_{n} \langle Q e_n, a \rangle e_n, b \rangle \]
\[ = t \left( Q \sum_{n} \langle e_n, a \rangle e_n, b \right) = t\langle Qa, b \rangle, \]

where we have used the fact that $a = \sum_n \langle e_n, a \rangle e_n$ in the final step.

In particular, taking $a = b$, we obtain

\[ E\langle W(t), a \rangle^2 = t\langle Qa, a \rangle \quad (3.33) \]

and

\[ \text{Var}(\langle W(t), a \rangle) = t\langle Qa, a \rangle. \quad (3.34) \]

More generally,

\[ E(\langle W(t), a \rangle \langle W(s), b \rangle) = \min\{t, s\} \langle Qa, b \rangle. \quad (3.35) \]
In the context of SPDEs, the basis \( \{ e_n \} \) of Hilbert space \( H \) often depends on a spatial variable, say \( x \). Thus, we often write \( W(t) \) as \( W(x, t) \), which gives

\[
\mathbb{E}[W(x, t)W(y, s)] = \mathbb{E} \left\{ \sum_{n=1}^{\infty} \sqrt{q_n} W_n(t)e_n(x) \sum_{m=1}^{\infty} \sqrt{q_m} W_m(s)e_m(y) \right\}
\]

\[
= \sum_{n,m=1}^{\infty} \sqrt{q_n}q_m \mathbb{E}[W_n(t)W_m(s)]e_n(x)e_m(y)
\]

\[
= \min\{t, s\} \sum_{n=1}^{\infty} q_n e_n(x)e_n(y)
\]

\[
= \min\{t, s\} q(x, y), \quad (3.36)
\]

where the kernel function, or spatial correlation, is

\[
q(x, y) = \sum_{n=1}^{\infty} q_n e_n(x)e_n(y). \quad (3.37)
\]

The smoothness of \( q(x, y) \) depends on the decaying property of \( q_n \)'s.

The following example shows that the covariance operator \( Q \) can be represented in terms of the spatial correlation \( q(x, y) \). In fact, it is an integral operator with kernel function \( q(x, y) \).

**Example 3.19.** Consider \( H = L^2(0, 1) \) with orthonormal basis \( e_n = \sqrt{2} \sin(n\pi x) \).

In the above infinite series representation \( (3.37) \), taking the derivative with respect to \( x \), we get

\[
\partial_x W(t) = \sum_{n=1}^{\infty} \sqrt{2} n\pi \sqrt{q_n} W_n(t) \cos(n\pi x).
\]

\[
(3.38)
\]

In order for this series to converge, we need \( n\pi \sqrt{q_n} \) to converge to zero sufficiently fast as \( n \to \infty \). So \( q_n \) being small helps. In this sense, the trace \( \text{Tr}(Q) = \sum q_n \) may be seen as a measurement (or quantification) for spatial regularity of white noise \( \dot{W}(t) \). This is one reason for introducing the concept of a trace class operator \( Q : \text{Tr}(Q) < \infty \).

In this case, the covariance operator \( Q \) can be calculated explicitly as follows:

\[
Qa = Q \sum_n \langle e_n, a \rangle e_n = \sum_n \langle e_n, a \rangle Qe_n
\]

\[
= \sum_n \langle e_n, a \rangle q_n e_n
\]

\[
= \sum_n \int_0^1 a(y)e_n(y)dy \ q_n e_n(x)
\]

\[
= \int_0^1 q(x, y)a(y)dy, \quad (3.39)
\]

where the kernel \( q(x, y) = \sum_{n=1}^{\infty} q_n e_n(x)e_n(y) \).
3.5.1 White Noise in Hilbert Space

Motivated by §3.1, the Gaussian white noise in Hilbert space $H$ is modeled as

$$
\dot{W}(t) = \sum_{n=1}^{\infty} \sqrt{q_n} \dot{W}_n(t) e_n,
$$

(3.40)

where $\dot{W}_n(t), n = 1, 2, \ldots$ are standard scalar independent Brownian motions.

3.6 Stochastic Calculus in Hilbert Space

We first recall the definition of Itô integral in Euclidean space $\mathbb{R}^1$

$$
\int_{0}^{T} f(t, \omega) dB_t(\omega),
$$

(3.41)

where $f(t, \omega)$ is called the integrand, and scalar Brownian motion $B_t$ is called the integrator. Here we distinguish $B_t$, a Brownian motion in Euclidean space $\mathbb{R}^1$, from $W_t$, a Brownian motion in Hilbert space. Assume that the integrand $f$ is measurable in $(t, \omega)$, i.e., it is measurable with respect to the $\sigma$-field $\mathcal{B}([0, T]) \otimes \mathcal{F}$. Also assume that $f$ is adapted to the filtration $\mathcal{F}_t^B = \sigma(B_s : s \leq t)$ generated by Brownian motion $B_t$. Namely, $f(t, \cdot)$ is measurable with respect to $\mathcal{F}_t^B$ for each $t$.

We partition the time interval $[0, T]$ into small subintervals with the maximal length $\delta : 0 = t_0 < t_1 < \cdots < t_i < t_{i+1} < \cdots < t_n = T$ and then consider the sum

$$
\sum_{i=0}^{n-1} f(\tau_i, \omega)(B_{t_{i+1}}(\omega) - B_{t_i}(\omega)),
$$

(3.42)

where $\tau_i \in [t_i, t_{i+1}]$, and its convergence in an appropriate sense. However, the limit of these sums as $\delta \to 0$, even when it exists, depends on the choice of $\tau_i$. Thus $\tau_i$‘s can not be chosen arbitrarily, unlike the case of Riemann-Stieltjes integrals. In fact, it turns out that $\tau_i$‘s have to be chosen in a fixed fashion in every subinterval $[t_i, t_{i+1}]$. The integral value depends on this specific fashion in the choices of $\tau_i$. For example, for $\tau_i = t_i$ we obtain the Itô integral, whereas for $\tau = \frac{1}{2}(t_i + t_{i+1})$, we have the Stratonovich integral.

When the integrand is mean-square-Riemann integrable (with respect to time), $\mathbb{E} \int_{0}^{T} f^2(t, \omega) dt < \infty$, the Itô integral is defined as

$$
\int_{0}^{T} f(t, \omega) dB_t(\omega) \overset{\Delta}{=} \lim_{\delta \to 0} \text{m.s.} \sum_{i=0}^{n-1} f(t_i, \omega)(B_{t_{i+1}}(\omega) - B_{t_i}(\omega)),
$$

(3.43)

where the limit is taken in mean square (m.s.).

The Stratonovich integral of $f$ with respect to $B_t$, $\int_{0}^{T} f(t, \omega) \circ dB_t(\omega)$, is defined similarly except taking $\tau_i = \frac{1}{2}(t_i + t_{i+1})$. When the integrand is mean-square-Riemann
integrable (with respect to time), \( \mathbb{E} \int_0^T f^2(t, \omega) dt < \infty \), the Stratonovich integral is defined as

\[
\int_0^T f(t, \omega) \circ dB_t(\omega) \triangleq \lim_{\delta \to 0} \text{in m.s.} \sum_{i=0}^{n-1} f \left( \frac{1}{2} (t_i + t_{i+1}), \omega \right) (B_{t_{i+1}}(\omega) - B_{t_i}(\omega)).
\]

(3.44)

We now introduce stochastic integrals in Hilbert space. Given a probability space \((\Omega, \mathcal{F}, \mathbb{P})\), let \(W(t)\) be a Brownian motion (or Wiener process) taking values in a Hilbert space \(U\). We now define the Itô stochastic integral

\[
\int_0^T \Phi(t, \omega) dW(t),
\]

where the integrand \(\Phi(t, \omega)\) is usually a linear operator \(\Phi : U \to H\).

The integrand is assumed to be jointly measurable in \((t, \omega)\). It is also assumed to be adapted to the filtration \(\mathcal{F}_t^W \triangleq \sigma(W_s : s \leq t)\), generated by Brownian motion \(W_t\), namely, \(\Phi(t, \cdot)\) is measurable with respect to \(\mathcal{F}_t^W\), for each \(t\).

Assume that the covariance operator \(Q : U \to U\) for \(W(t)\) is symmetric and nonnegative definite. We further assume that \(\text{Tr}(Q) < \infty\), i.e., \(Q\) is of trace class. From the previous section, §3.5, there exists an orthonormal basis \(\{e_n\}\) (formed by eigenvectors of \(Q\)) for \(U\), and a sequence of nonnegative real numbers \(q_n\) (eigenvalues of \(Q\)) such that

\[
Qe_n = q_n e_n, \quad n = 1, 2, \ldots
\]

For simplicity, let us assume that \(q_n > 0\) for all \(n\). Moreover, \(W(t)\) has the following expansion:

\[
W(t) = \sum_{n=1}^{\infty} \sqrt{q_n} W_n(t)e_n,
\]

(3.45)

where \(W_n\)’s are standard scalar independent Brownian motions.

With the expansion for the Brownian motion \(W\) in (3.45), we define the Itô integral \(\int_0^T \Phi(t, \omega) dW(t)\) as in [314] by

\[
\int_0^T \Phi(t, \omega) dW(t) = \sum_{n=1}^{\infty} \sqrt{q_n} \int_0^T \Phi(t, \omega)e_n dW_n(t).
\]

(3.46)

Note that each term, \(\int_0^T \Phi(t, \omega)e_n dW_n(t)\), is an Itô integral in Euclidean space \(\mathbb{R}^1\), as defined above or in [244, Ch. 3.1]. This definition is sufficient for our purpose.

The Stratonovich integral in Hilbert space will be defined in §4.5. The conversion between the Stratonovich integral and Itô integral will be discussed there too.
Here we list a few properties of the Itô integral [94, Ch. 4.2] and [314]. In the following, the integrands $\Phi$, $F$, and $G$ satisfy the measurability and adaptedness conditions specified above.

**Zero-mean property**

$$\mathbb{E} \int_0^T \Phi(r, \omega) dW(r) = 0.$$  \hspace{1cm} (3.47)

**Itô isometry**

$$\mathbb{E} \left\| \int_0^T \Phi(r, \omega) dW(r) \right\|^2 = \mathbb{E} \int_0^T \text{Tr} \left[ \left( \Phi(r) Q^{1/2} \right)^* \left( \Phi(r) Q^{1/2} \right) \right] dr.$$  \hspace{1cm} (3.48)

**Generalized Itô isometry**

$$\mathbb{E} \left\langle \int_a^b F(r, \omega) dW(r), \int_0^b G(r, \omega) dW(r) \right\rangle = \mathbb{E} \int_0^{a \wedge b} \text{Tr} \left[ \left( G(r, \omega) Q^{1/2} \right)^* \left( F(r, \omega) Q^{1/2} \right) \right] dr,$$  \hspace{1cm} (3.49)

where $a \wedge b \triangleq \min\{a, b\}$.

By the properties of stochastic integral, it is natural to introduce the space $U^0 = Q^{1/2}U$ for a symmetric, positive-definite operator $Q$ on Hilbert space $U$. Here $Q^{1/2}$ is defined in (3.28). For simplicity we assume $Q$ is positive-definite, because if not, we can just consider $Q$ restricted on the orthogonal complement of the kernel space of $Q$ in $U$. Let $Q^{-1/2}$ be the inverse of $Q^{1/2}$. Now define a scalar product

$$\langle u, v \rangle_0 = \left\langle Q^{-1/2}u, Q^{-1/2}v \right\rangle, \quad u, v \in U_0.$$  

Then $U_0$ with this scalar product is a Hilbert space.

In the construction of the stochastic integral, an important process is the Hilbert–Schmidt operator-valued process [94, Ch. 4.2]. A linear operator $\Phi$ in $\mathcal{L}(U^0, H)$ is called Hilbert–Schmidt from $U^0$ to $H$ if, for every complete orthonormal basis $\{e_k^0\}$ of $U^0$,

$$\sum_{k=1}^{\infty} \| \Phi e_k^0 \|^2 < \infty.$$  

The value of the series is independent of the choice of $\{e_k^0\}$. The space of all Hilbert–Schmidt operators is denoted by $\mathcal{L}^2(U^0, H)$, which is a separable Hilbert space with scalar product

$$\langle \Phi, \Psi \rangle_{\mathcal{L}^2} = \sum_{k=1}^{\infty} \left\langle \Phi e_k^0, \Psi e_k^0 \right\rangle, \quad \Phi, \Psi \in \mathcal{L}^2(U^0, H).$$  

Furthermore, by the definition of $U^0$, every complete orthonormal basis of $U^0$ can be represented by $\{\sqrt{q_k}e_k\}$ for some complete orthonormal basis $\{e_k\}$ of $U$. Then the norm
on $L^2(U^0, H)$ is
\[
\|\Phi\|_{L^2(U^0, H)}^2 = (\Phi, \Phi)_{L^2} = \text{Tr} \left[ \left( \Phi Q^{1/2} \right)^* \left( \Phi Q^{1/2} \right) \right], \quad \Phi \in L^2(U^0, H).
\]

Now for an $L^2(U^0, H)$-valued process $\Phi(t, \omega)$, $0 \leq t \leq T$, the stochastic integral
\[
\int_0^T \Phi(t, \omega) dW(t)
\]
is well defined if [94, p. 94]:
\[
\mathbb{E} \int_0^T \|\Phi(t)\|_{L^2(U^0, H)}^2 dt = \mathbb{E} \int_0^T \text{Tr} \left[ \left( \Phi(t) Q^{1/2} \right)^* \left( \Phi(t) Q^{1/2} \right) \right] dt < \infty.
\]

### 3.7 Itô’s Formula in Hilbert Space

We continue with the stochastic calculus in Hilbert space $H$ and discuss a useful version of Itô’s formula [76, p. 10], [94, p. 105], [260, p. 75].

**Theorem 3.20 (Itô’s formula).** Let $u$ be the solution of the SPDE:
\[
du = b(u) dt + \Phi(u) dW(t), \quad u(0) = u_0,
\]
where $b : H \to H$ and $\Phi : H \to L^2(U^0, H)$ are bounded and continuous, and $W(t)$ is a $U$-valued $Q$-Wiener process. Assume that $F$ is a smooth, deterministic function
\[
F : [0, \infty) \times H \to \mathbb{R}^1.
\]
Then:

(i) Itô’s formula: Differential form
\[
dF(t, u(t)) = F_u(t, u(t))(\Phi(u(t))dW(t))
\]
\[
+ \left\{ F_t(t, u(t)) + F_u(t, u(t))(b(u(t)))
\right.
\]
\[
+ \frac{1}{2} \text{Tr} \left[ F_{uu}(t, u(t))(\Phi(u(t))Q^{1/2}) (\Phi(u(t))Q^{1/2})^* \right] \right\} dt, \quad (3.51)
\]
where $F_u$ and $F_{uu}$ are Fréchet derivatives, $F_t$ is the usual partial derivative with respect to time, and $*$ denotes adjoint operation. This formula is understood with the following symbolic operations in mind:
\[
\langle dt, dW(t) \rangle = \langle dW(t), dt \rangle = 0, \quad \langle dW(t), dW(t) \rangle = \text{Tr}(Q) dt.
\]

(ii) Itô’s formula: Integral form
\[
F(t, u(t)) = F(0, u(0)) + \int_0^t F_u(s, u(s))(\Phi(u(s))dW(s))
\]
\[
+ \int_0^t \left\{ F_t(s, u(s)) + F_u(s, u(s))(b(u(s)))
\right.
\]
\[
+ \frac{1}{2} \text{Tr} \left[ F_{uu}(s, u(s))(\Phi(u(s))Q^{1/2}) (\Phi(u(s))Q^{1/2})^* \right] \right\} ds, \quad (3.52)
\]
where $F_u$ and $F_{uu}$ are Fréchet derivatives, and $F_t$ is the usual partial derivative with respect to time. The stochastic integral in the right-hand side is interpreted as

$$\int_0^t F_u(s, u(s))(\Phi(u(s)))dW(s) = \int_0^t \tilde{\Phi}(u(s))dW(s),$$

where the integrand $\tilde{\Phi}(u(s))$ is defined by

$$\tilde{\Phi}(u(s))(v) \triangleq F_u(s, u(s))(\Phi(u(s))v)$$

for all $s > 0$, $v \in H$, $\omega \in \Omega$.

**Remark 3.21.** Note that [260, Proposition B.0.10]:

$$\text{Tr} \left[ F_{uu}(s, u(s)) \left( \Phi(u(s))Q^{1/2} \right) \left( \Phi(u(s))Q^{1/2} \right)^* \right] = \text{Tr} \left[ \left( \Phi(u(s))Q^{1/2} \right)^* F_{uu}(s, u(s)) \left( \Phi(u(s))Q^{1/2} \right) \right].$$

**Remark 3.22.** The trace term $\text{Tr}[F_{uu}(t, u(t))(\Phi(u(t))Q^{1/2})(\Phi(u(t))Q^{1/2})^*]$ comes from the second-order Fréchet derivative $F_{uu}$. In fact, let $W(t)$ be a Brownian motion in $U$ with covariance operator $Q$; for example,

$$W(t) = \sum_{n=1}^{\infty} \sqrt{q_n} W_n(t)e_n,$$

$$Qe_n = q_n e_n,$$

where $W_n(t), n = 1, 2, \ldots$, are scalar independent Brownian motions and \{e_n\} is an orthonormal basis of $U$. Then

$$dW_n(t)dW_m(t) = \begin{cases} dt, & n = m, \\ 0, & n \neq m, \end{cases}$$

which means that for every scalar integrable random process $G(t)$

$$\int_{t_0}^t G(s)dW_n(s)dW_m(s) = \begin{cases} \int_{t_0}^t G(s)ds, & n = m, \\ 0, & n \neq m. \end{cases}$$

For brevity, we write $F(t, u(t)) = F(u(t))$. Therefore,

$$F_{uu}(u(t))(\Phi(u(t)))dW(t), \Phi(u(t))dW(t)$$

$$= F_{uu}(u(t)) \Phi(u(t)) \sum_{n=1}^{\infty} \sqrt{q_n} dW_n(t)e_n, \Phi(u(t)) \sum_{m=1}^{\infty} \sqrt{q_m} dW_m(t)e_m$$

$$= \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \sqrt{q_n} dW_n(t) \sqrt{q_m} dW_m(t) F_{uu}(u(t))(\Phi(u(t))e_n, \Phi(u(t))e_m)$$

$$= \left( \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} q_n F_{uu}(u(t))(\Phi(u(t))e_n, \Phi(u(t))e_m) \right) dt$$

$$= \left( \sum_{n=1}^{\infty} F_{uu}(u(t))(\Phi(u(t))(Q^{1/2}e_n, \Phi(u(t)))Q^{1/2}e_n) \right) dt$$

$$= \text{Tr} \left[ (\Phi(u(s))Q^{1/2})^* F_{uu}(s, u(s))(\Phi(u(s))Q^{1/2}) \right] dt$$

$$= \text{Tr} \left[ F_{uu}(u(t))(\Phi(u(t))(Q^{1/2})^* (\Phi(u(t))(Q^{1/2})^* dt.}$$
If $F_{uu}(u(t))$ is a linear operator from $H \times H$ to $H$, that is, $F_{uu}(u(t)) \in \mathcal{L}(H \times H, H)$, then for $\Phi(u(t)) \in \mathcal{L}^2(U^0, H)$ [260, Proposition B.0.10],

$$\Phi(u(t))^* F_{uu}(u(t)) \Phi(u(t)) \in \mathcal{L}^1(U_0, U_0),$$

$$F_{uu}(u(t)) \Phi(u(t)) \Phi(u(t))^* \in \mathcal{L}^1(H, H).$$

By a similar analysis as above, we again have

$$F_{uu}(u(t))(\Phi(u(t))dW(t), \Phi(u(t))dW(t))$$

$$= (\Phi(u(t))^* F_{uu}(u(t)) \Phi(u(t))dW(t), dW(t))$$

$$= \sum_{n=1}^{\infty} \left( \left( Q^{1/2} \right)^* \Phi(u(t))^* F_{uu}(u(t)) \Phi(u(t)) Q^{1/2} e_n, e_n \right) dt$$

$$= \text{Tr} \left[ \left( Q^{1/2} \right)^* \Phi(u(t))^* F_{uu}(u(t)) \Phi(u(t)) Q^{1/2} \right] dt$$

$$= \text{Tr} \left[ F_{uu}(u(t)) \left( \Phi(u(t)) Q^{1/2} \right) \left( \Phi(u(t)) Q^{1/2} \right)^* \right] dt.$$

**Example 3.23.** Let us look at a typical application of Itô’s formula for SPDEs. Consider the SPDE

$$du = b(u)dt + \Phi(u)dW(t), \quad u(0) = u_0,$$

(3.53)

in Hilbert space $H = L^2(D), D \subset \mathbb{R}^n$, with the usual scalar product $\langle u, v \rangle = \int_D uv dx$.

Define an energy functional $F(u) = \frac{1}{2} \int_D u^2 dx = \frac{1}{2} \|u\|^2$. In this case, $F_u(u)(h) = \int_D uh dx$ and $F_{uu}(u)(h, k) = \int_D h(x)k(x)dx$. By Itô’s formula in differential form,

$$\frac{1}{2} d\|u\|^2 = \left\{ \langle u, b(u) \rangle + \frac{1}{2} \text{Tr} \left[ (\Phi(u) Q^{1/2}) \left( \Phi(u) Q^{1/2} \right)^* \right] \right\} dt + \langle u, \Phi(u)dW(t) \rangle.$$

Then the corresponding integral form becomes

$$\frac{1}{2} \mathbb{E}\|u(t)\|^2 = \frac{1}{2} \mathbb{E}\|u(0)\|^2 + \mathbb{E} \int_0^t \langle u(r), b(u(r)) \rangle dr$$

$$+ \frac{1}{2} \mathbb{E} \int_0^t \text{Tr} \left[ (\Phi(u(r)) Q^{1/2}) \left( \Phi(u(r)) Q^{1/2} \right)^* \right] dr.$$

Note that in this special case, $F_u$ is a bounded operator in $L(H, \mathbb{R})$, which can be identified with $H$ itself due to the Riesz representation theorem [313, Ch. III.6].

For a given $U$-valued Wiener process $W(t)$, the following Burkholder–Davis–Gundy type inequality [94, Lemma 7.2] for stochastic Itô integrals in Hilbert space is important for estimating solutions of SPDEs.

**Lemma 3.24 (Burkholder–Davis–Gundy).** For $r \geq 1$ and $\Phi(t) \in \mathcal{L}^2(U^0, H), t \in [0, T]$, the following estimate holds:

$$\mathbb{E} \left[ \sup_{0 \leq s \leq t} \left\| \int_0^s \Phi(\tau)dW(\tau) \right\|^{2r} \right] \leq C_r \mathbb{E} \left[ \int_0^t \|\Phi(s)\|^2_{\mathcal{L}^2(U^0, H)} ds \right]^{r}, \quad 0 \leq t \leq T,$$
where
\[ C_r = (r(2r - 1))^r \left( \frac{2r}{2r - 1} \right)^{2r^2}. \]

### 3.8 Problems

#### 3.1. A random variable in \( \mathbb{R}^n \)
Let \( X : \Omega \to \mathbb{R}^n \) be a random variable in \( \mathbb{R}^n \), and let \( h \) be a given vector in \( \mathbb{R}^n \). Define \( a(\omega) \triangleq \langle X(\omega), h \rangle = h_1 X_1(\omega) + \cdots + h_n X_n(\omega) \). Is this a random variable in \( \mathbb{R}^1 \)?

#### 3.2. A random variable in a Hilbert space
Let \( X : \Omega \to H \) be a random variable in a Hilbert space \( H \). For every \( h \in H \), is \( a(\omega) := \langle X(\omega), h \rangle \) a scalar random variable in \( \mathbb{R}^1 \)?

#### 3.3. A simple Hilbert space
Consider the Hilbert space \( l^2 = \{ x = (x_1, x_2, \ldots) : \sum_{n=1}^{\infty} x_n^2 < \infty \} \) with scalar product \( \langle x, y \rangle = \sum_{n=1}^{\infty} x_n y_n \).

(i) Describe the Borel \( \sigma \)-field \( B(l^2) \).

(ii) Define a linear operator \( Q : l^2 \to l^2 \) by
\[ Q e_n = \frac{1}{n^2} e_n, \quad n = 1, 2, \ldots, \]
where \( e_1 = (1, 0, \ldots), e_2 = (0, 1, 0, \ldots), \ldots \) form an orthonormal basis for \( l^2 \). What is \( Qx \) for \( x \in l^2 \)? What is \( \text{Tr}(Q) \)? Is \( Q \) a trace class operator (i.e., \( \text{Tr}(Q) < \infty \))?

(iii) What is the Brownian motion \( W(t) \) taking values in the Hilbert space \( l^2 \) with covariance operator \( Q \)? What is the mean and variance for \( W(t) - W(s) \) for \( t > s \)?

(iv) Can you think of a way to visualize the sample paths of this Brownian motion \( W(t) \)?

#### 3.4. Another Hilbert space
Consider the Hilbert space \( L^2(0, 1) = \{ u(x) : \int_0^1 |u(x)|^2 dx < \infty \} \) with scalar product \( \langle u, v \rangle = \int_0^1 u(x)v(x) dx \) and orthonormal basis \( e_n(x) = \sqrt{2} \sin(n\pi x), n = 1, 2, \ldots \). Note that this space is different from the Hilbert space \( L^2(\Omega) \) of random variables of finite variance.

(i) Describe the Borel \( \sigma \)-field \( B(L^2(0, 1)) \).

(ii) Consider the linear operator \( Q = (-\partial_{xx})^{-1} : L^2(0, 1) \to L^2(0, 1) \), the inverse operator of the (unbounded) operator \( -\Delta = -\partial_{xx} \), with domain of definition \( \text{Dom}(-\Delta) = H^2(0, 1) \). What are eigenvalues and eigenvectors for \( Q \)? What is \( \text{Tr}(Q) \)?

(iii) What is the Brownian motion \( W(t) \) taking values in \( L^2(0, 1) \) with covariance operator \( Q \)?
Note: $H^k(0, 1)$ is a Sobolev space of functions $u$, for which $u$ and all its up to $k$ th order derivatives are all in $L^2(0, 1)$, and “have compact support, or have zero boundary conditions” (thus simplifying the integration by parts). For the rigorous definition of Sobolev spaces, see § 2.5 or [264, Ch. 7], for example.

3.5. Measurable mapping of a random variable
Let $X : \Omega \to H$ be a random variable taking values in a Hilbert space $H$, and $f : H \to \mathbb{R}^n$ be a Borel measurable function. Is $f(X)$ a random variable taking values in $\mathbb{R}^n$? If so, why?

3.6. Derivatives in Euclidean space
Consider a function $F : \mathbb{R}^2 \to \mathbb{R}^1$ defined by $F(x) = F(x_1, x_2) = x_1 + x_2^3 + \sin(x_1)$. What is the first-order (Fréchet) derivative $F_x(x_0)$ and the second-order (Fréchet) derivative $F_{xx}(x_0)$ at every given $x_0 \in \mathbb{R}^2$, particularly at $x_0 = (1, 2)^T$?

3.7. Derivatives in Hilbert space
Consider a functional $F : H^1_0(0, 1) \to \mathbb{R}^1$ defined by $F(u) = \frac{1}{2} \int_0^1 (u'^2 + u_0^2) dx$. What is the first-order Frechét derivative $F_u(u_0)$ and the second-order Frechét derivative $F_{uu}(u_0)$ at every given $u_0 \in H^1_0(0, 1)$, particularly at $u_0 = \sin^2(\pi x)$?

3.8. Mean of a stochastic integral involving scalar product
Is it true that for $f \in H$,

$$\mathbb{E} \int_0^T (f(t, \omega), dW(t, \omega)) = 0?$$

Hint: Use the series expansion for $W(t)$ and calculate the scalar product, then integrate, and finally take the mean.

3.9. Brownian motion
For $s < t$, compute $\mathbb{E} \langle W(t) - W(s), W(s) \rangle$.

3.10. Brownian motion again
Compute $\mathbb{E} \langle W(t), a \rangle \langle W(s), b \rangle$.

3.11. Itô’s formula in Hilbert space
Consider the SPDE on the interval $0 < x < l$,

$$du = (u_{xx} + u - u^3) dt + \epsilon dW(t), \quad u(0, t) = u(l, t) = 0,$$

where $\epsilon$ is a real parameter and $W(t)$ is a Brownian motion. We assume that the covariance operator $Q$ for the Brownian motion $W(t)$ has the same eigenfunctions as those of the linear operator $\partial_{xx}$ with zero Dirichlet boundary conditions on $(0, l)$ and has the corresponding eigenvalues $q_n = \frac{1}{n^2}$, $n = 1, 2, \ldots$ Introduce the Hilbert space $H = L^2(0, l)$ with scalar product $\langle u, v \rangle = \int_0^l uv dx$ and norm $\|u\| = \sqrt{\langle u, u \rangle}$.

(a) Apply Itô’s formula in differential form to obtain $d\|u\|^2$.

(b) Apply Itô’s formula in integral form to obtain $\|u\|^2 = \|u(x, 0)\|^2 + \cdots$.

3.12. Itô’s formula in Hilbert space again
Consider the SPDE

$$u_t = vu_{xx} + uu_x + \sin(u) + g(u)\dot{w}(t), \quad u(0, t) = u(l, t) = 0, \quad 0 < x < l,$$
where \( w(t) \) is a scalar Brownian motion and \( g(u) \) is a given function. Define an energy functional \( F(u) = \frac{1}{2} \int_0^t u^2 dx = \frac{1}{2} \| u \|^2 \) and verify that the Fréchet derivatives are \( F_u(u_0)h = \int_0^t u_0h dx \) and \( F_{uu}(u_0)(h, k) = \int_0^t hk dx \).

(a) Apply Itô’s formula in differential form to obtain \( d\| u \|^2 \).

(b) Apply Itô’s formula in integral form to obtain \( \| u \|^2 = \| u(x, 0) \|^2 + \cdots \).

### 3.13. Concentration of particles in a fluid

Consider again the SPDE in Example 1.3. The concentration of particles in a fluid, \( C(x, t) \), at position \( x \) and time \( t \), approximately satisfies a diffusion equation with fluctuations [322, Ch. 1.4]

\[
C_t = \kappa C_{xx} + \dot{W}(x, t), \quad C(0, t) = C(l, t) = 0, \quad 0 < x < l, t > 0,
\]

where \( \kappa \) is the diffusivity (a positive parameter) and \( W \) is a Brownian motion. We assume that the covariance operator \( Q \) for the Brownian motion \( W(t) \) has the same eigenfunctions as those of the linear operator \( \partial_{xx} \) with zero Dirichlet boundary conditions on \( (0, l) \) and has the corresponding eigenvalues \( q_n = \frac{1}{n^2}, n = 1, 2, \ldots \) Introduce the Hilbert space \( H = L^2(0, l) \) with the usual scalar product \( \langle u, v \rangle = \int_0^l uv dx \) and norm \( \| u \| = \sqrt{\langle u, u \rangle} \).

(a) Apply Itô’s formula in differential form to obtain \( d\| C \|^2 \).

(b) Apply Itô’s formula in integral form to obtain \( \| C \|^2 = \| C(x, 0) \|^2 + \cdots \).
4 Stochastic Partial Differential Equations

Linear and nonlinear SPDEs; solution concepts; impact of noise; and infinite dimensional stochastic dynamical systems

In this chapter we review some basic facts about stochastic partial differential equations, including various solution concepts such as weak, strong, mild, and martingale solutions, and sufficient conditions under which these solutions exist. Additionally, we briefly discuss infinite dimensional stochastic dynamical systems through a few examples.

For general background on SPDEs, such as well-posedness and basic properties of solutions, see books [76,94,257,260,271] or other references [9,10,11,12,13,63,145,152,184,185,201,218,232,237,295].

For SPDEs, it is a common practice to denote a solution process \( u(x, t) \) by \( u \) or \( u(t) \). Similarly \( W_t, W(t), \) or \( W(x, t) \) all refer to a Wiener process in a Hilbert space. We also call a solution process an orbit or a trajectory when regarded as a function of time alone, as in dynamical systems theory.

4.1 Basic Setup

In order to consider well-posedness for nonlinear stochastic partial differential equations, we first recall various solution concepts, and then discuss well-posedness results. For further details, refer to [76,94,260]. Note that strong and weak solutions have different meanings for stochastic and deterministic partial differential equations.

Let \( H \) be a separable Hilbert space and \( A : D(A) \to H \) be the infinitesimal generator of a \( C_0 \)-semigroup \( S(t), t \geq 0, \) on \( H \). Let \( U \) be another separable Hilbert space and let \( W(t), t \geq 0, \) be a \( U \)-valued \( Q \)-Wiener process defined on a complete probability space \( (\Omega, \mathcal{F}, P) \). Consider the following SPDE in Hilbert space \( H \):

\[
    d u(t) = [A u(t) + f(t, u(t))] dt + \Phi(t, u(t)) d W(t), \quad u(0) = u_0 \in H, \tag{4.1}
\]

where \( A \) and \( \Phi \) are linear differential operators and \( f \) is a linear or nonlinear mapping. This includes the special cases of a linear SPDE with additive noise

\[
    d u(t) = [A u(t) + f(t)] dt + \Phi d W(t) \tag{4.2}
\]
and a linear SPDE with multiplicative noise

\[ du(t) = [Au(t) + f(t)]dt + \Phi u(t)dW(t). \quad (4.3) \]

We impose the following assumptions on \( f \) and \( \Phi \) in SPDE (4.1). For a given \( T > 0 \) and \( U^0 \triangleq Q^{1/2}U \),

(A1) \( f : [0, T] \times H \to H \) is \((\mathcal{B}([0, T]) \times \mathcal{B}(H), \mathcal{B}(H))\) measurable.

(A2) \( \Phi : [0, T] \times H \to L^2(U^0, H) \) is \((\mathcal{B}([0, T]) \times \mathcal{B}(H), \mathcal{B}(L^2(U^0, H)))\) measurable.

Furthermore, we assume that there is a positive constant \( Lip \) such that for all \( t \) in \([0, T]\),

(A3) Lipschitz condition:

\[ \| f(t, u) - f(t, v) \| + \| \Phi(t, u) - \Phi(t, v) \|_{L^2(U^0, H)} \leq Lip \| u - v \|, \quad u, v \in H. \]

(A4) Sublinear growth condition:

\[ \| f(t, u) \|^2 + \| \Phi(t, u) \|^2_{L^2(U^0, H)} \leq Lip (1 + \| u \|^2), \quad u \in H. \]

**Remark 4.1.** For a nonautonomous SPDE, i.e., when \( f \) and/or \( \Phi \) in SPDE (4.1) explicitly depend on time \( t \), the global Lipschitz condition (A3) does not necessarily imply the sublinear growth condition (A4).

Now we consider the solution to (4.1) in different senses and various spaces. We introduce the following two function spaces. For \( T > 0 \), let \( L^2(\Omega; C([0, T]; H)) \) be the space of all \( H \)-valued adapted processes \( u(t, \omega) \), defined on \([0, T] \times \Omega\), which are continuous in \( t \) for almost every \((a.e.)\) fixed sample \( \omega \in \Omega \) and which satisfy the following condition:

\[ \| u \|_T \triangleq \left\{ \mathbb{E} \sup_{0 \leq t \leq T} \| u(t, \omega) \|^2 \right\}^{1/2} < \infty. \]

Then \( L^2(\Omega; C([0, T]; H)) \) is a Banach space with norm \( \| \cdot \|_T \).

A predictable \( \sigma \)-field is the smallest \( \sigma \)-field on the product space \([0, T] \times \Omega\) for which all continuous \( \mathcal{F} \)-adapted processes are measurable. A predictable process is a process measurable with respect to the predictable \( \sigma \)-field [94, p. 76], [206, p. 57].

Let \( L^2(\Omega; L^2([0, T]; H)) \) be the space of all \( H \)-valued predictable processes \( u(t, \omega) \), defined on \([0, T] \times \Omega\), having the property

\[ \| u \|_{2,T} = \left\{ \mathbb{E} \int_0^T \| u(t, \omega) \|^2 dt \right\}^{1/2} < \infty. \]

Then \( L^2(\Omega; L^2([0, T]; H)) \) is also a Banach space with norm \( \| \cdot \|_{2,T} \).
4.2 Strong and Weak Solutions

We are now ready to define strong and weak solutions for SPDE (4.1).

Definition 4.2 (Strong solution). A $D(A)$-valued predictable process $u(t)$ is called a strong solution of SPDE (4.1) if

$$\mathbb{P} \left\{ \int_0^T \left[ \|u(s)\| + \|Au(s)\| + \|f(s, u(s))\| \right] ds < \infty \right\} = 1,$$

$$\mathbb{P} \left\{ \int_0^T \|\phi(s, u(s))\|^2_{L^2(U^0, H)} ds < \infty \right\} = 1,$$

and

$$u(t) = u_0 + \int_0^t [Au(s) + f(s, u(s))] ds + \int_0^t \phi(s, u(s)) dW(s), \quad \mathbb{P}-a.s.$$

for $t \in [0, T]$.

Definition 4.3 (Weak solution). An $H$-valued predictable process $u(t)$ is called a weak solution of SPDE (4.1) if

$$\mathbb{P} \left\{ \int_0^T \|u(s)\| ds < \infty \right\} = 1$$

and for any $\xi \in D(A^*)$, with $A^*$ the adjoint operator of $A$,

$$\langle u(t), \xi \rangle = \langle u_0, \xi \rangle + \int_0^t [\langle u(s), A^* \xi \rangle + \langle f(s, u(s)), \xi \rangle] ds$$

$$+ \int_0^t \langle \phi(s, u(s)) dW(s), \xi \rangle, \quad \mathbb{P}-a.s.$$

for $t \in [0, T]$, provided that the integrals on the right-hand side are well defined.

The relation between strong and weak solutions is described in the following theorem.

Theorem 4.4 (Relation between strong and weak solutions).

(i) Every strong solution of SPDE (4.1) is also a weak solution.

(ii) Let $u(t)$ be a weak solution of SPDE (4.1) with values in $D(A)$ such that

$$\mathbb{P} \left\{ \int_0^T \left[ \|Au(s)\| + \|f(s, u(s))\| \right] ds < \infty \right\} = 1,$$

and

$$\mathbb{P} \left\{ \int_0^T \|\phi(s, u(s))\|^2_{L^2(U^0, H)} ds < \infty \right\} = 1.$$

Then the weak solution $u(t)$ is also a strong solution of SPDE (4.1).
The following result provides a sufficient condition for the existence of a weak solution.

**Theorem 4.5 (Existence and uniqueness of weak solution of nonautonomous SPDE).** Assume that \( u_0 \) in \( H \) is \( \mathcal{F}_0 \)-measurable and conditions \((A_1) - (A_4)\) are satisfied. Then the nonautonomous SPDE (4.1) has a unique weak solution \( u \in L^2(\Omega; C([0, T]; H)) \).

**Remark 4.6.** The conditions for the existence of a strong solution are complicated, but some special cases are considered in [94, Ch. 5.6, Ch. 6.5 and Ch. 7.4].

**Remark 4.7.** Here the weak and strong solutions are similar in meaning to those of deterministic PDEs. In some references e.g., [76, p. 168] weak and strong solutions may have different meanings.

### 4.3 Mild Solutions

We now define the following mild solution concept for SPDE (4.1).

**Definition 4.8 (Mild solution).** An \( H \)-valued predictable process \( u(t) \) is called a mild solution of SPDE (4.1) if

\[
\mathbb{P} \left\{ \int_0^T \| u(s) \|^2 ds < \infty \right\} = 1,
\]

\[
\mathbb{P} \left\{ \int_0^T \left[ \| S(t-s)f(s, u(s)) \| + \| S(t-s)\Phi(s, u(s)) \|^2_{L^2(U_0, H)} \right] ds < \infty \right\} = 1,
\]

and

\[
u(t) = S(t)u_0 + \int_0^t S(t-s)f(s, u(s)) ds + \int_0^t S(t-s)\Phi(s, u(s)) dW(s), \quad \mathbb{P}\text{-a.s.}
\]

for all \( t \) in \([0, T]\).

The relation between mild and weak solutions is described in the following theorem.

**Theorem 4.9 (Relation between mild and weak solutions).**

(i) Let \( u(t) \) be a weak solution of SPDE (4.1) such that

\[
\mathbb{P} \left\{ \int_0^T \left[ \| u(s) \| + \| f(s, u(s)) \| \right] ds < \infty \right\} = 1,
\]

and

\[
\mathbb{P} \left\{ \int_0^T \| \Phi(s, u(s)) \|^2_{L^2(U_0, H)} ds < \infty \right\} = 1.
\]

Then \( u(t) \) is also a mild solution.
(ii) Conversely, suppose that \( u(t) \) is a mild solution of SPDE (4.1) such that

\[
(t, \omega) \rightarrow \int_0^t S(t - s) f(s, u(s, \omega)) ds
\]

and

\[
(t, \omega) \rightarrow \int_0^t S(t - s) \Phi(s, u(s, \omega)) dW(s)
\]

have predictable versions. Also suppose that

\[
P \left\{ \int_0^T \| f(s, u(s)) \| ds < \infty \right\} = 1,
\]

and

\[
\int_0^T \mathbb{E} \left( \int_0^t \| (S(t - s) \Phi(s, u(s)), A^* \xi) \|^2_{L^2(U^0, H)} ds \right) dt < \infty
\]

for all \( \xi \in \mathcal{D}(A^*) \). Then \( u(t) \) is also a weak solution.

### 4.3.1 Mild Solutions of Nonautonomous SPDEs

For the existence and uniqueness of mild solutions of the non-autonomous SPDE (4.1), we state the following theorem [94, Theorem 7.4].

**Theorem 4.10 (Existence and uniqueness of mild solution of nonautonomous SPDE).** Assume that \( u_0 \) in \( H \) is \( \mathcal{F}_0 \)-measurable and the conditions (A1)–(A4) are satisfied. Then the nonautonomous SPDE (4.1) has a unique mild solution \( u \) in \( L^2(\Omega; C([0, T]; H)) \cap L^2(\Omega; L^2([0, T]; H)) \).

If \( A \) generates an analytic semigroup \( S(t) \) in a Hilbert space \( H \), functions \( f, \Phi \) are locally Lipschitz in \( u \) from a space \( V \) to \( H \) (here \( V \) is continuously embedded in \( H \)), and \( f, \Phi \) are locally sublinear, then SPDE (4.1) has a unique local mild solution for every initial value \( u_0 \) in \( V \) [76, p. 165]. If this SPDE is autonomous, i.e., \( f \) and \( \Phi \) do not depend on time explicitly, then the local sublinearity condition is a consequence of local Lipschitz condition and thus can be dropped.

Regularity in space for solutions of SPDEs is also an important issue [e.g., 127].

### 4.3.2 Mild Solutions of Autonomous SPDEs

To facilitate a random dynamical systems approach for (autonomous) stochastic partial differential equations arising as mathematical models for complex systems under fluctuations, global existence and uniqueness (i.e., a unique solution exists for all time \( t > 0 \)) of mild solutions are desirable.

In the rest of this section, we present a semigroup approach for global existence and uniqueness of mild solutions for a class of autonomous stochastic partial differential equations with either local or global Lipschitz coefficients, e.g., [76, Ch. 6], [94, Ch.7].
A sufficient condition for global existence and uniqueness of mild solutions is provided and an example is presented to demonstrate the result [139]. In the case of local Lipschitz coefficients, to guarantee global well-posedness, an *a priori* estimate on the solution $u$ under norm $\| \cdot \|_\gamma$, for some $\gamma \in (0, 1)$ (see details below) is often needed.

For deterministic partial differential equations, the semigroup approach for well-posedness is presented in, for example, [156, Ch. 3], [231, Ch. 9] and [253, Ch. 4–8].

Let $D \subset \mathbb{R}^d$ be a bounded domain with smooth boundary $\partial D$. We work in a complete probability space $(\Omega, \mathcal{F}, \mathbb{P})$.

Define a linear operator $A \triangleq -\kappa \Delta + \alpha$ with zero Dirichlet boundary condition on $D$ and denote by $S(t)$ the $C_0$-semigroup generated by $-A$ on $H$ e.g., [253, Theorem 2.5]. Denote by $\{e_k(x)\}_{k \geq 1}$ the complete orthonormal system of eigenfunctions in $H$ for the linear operator $A$, i.e., for $k = 1, 2, \cdots$,

$$(-\kappa \Delta + \alpha)e_k = \lambda_k e_k, \quad e_k|_{\partial D} = 0,$$

with $\alpha < \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_k \leq \cdots$.

Let us specify the $Q$-Wiener process $W(x, t)$ [76, p.38]. Let $Q$ be given by the following linear integral operator:

$$Q\varphi(x) = \int_D q(x, y)\varphi(y)dy, \quad \varphi \in H,$$

where the kernel $q$ is positive, symmetric (i.e., $q(x, y) = q(y, x)$) and square integrable, namely, $\int_D \int_D |q(x, y)|^2 dx \, dy < \infty$. Then the eigenvalues $\{\mu_k\}_{k \geq 1}$ of $Q$ are positive. For simplicity, we assume that the covariance operator $Q$ commutes with operator $A$, and thus operator $Q$ also has eigenfunctions $\{e_k(x)\}_{k \geq 1}$. By the formula (3.37), we calculate $\text{Tr}(Q) = \sum \mu_k = \sum < \mu_k e_k, e_k > = \int_D \sum \mu_k e_k(x) e_k(x) dx = \int_D q(x, x) dx$. When $\int_D q(x, x) dx < \infty$ (i.e., $Q$ is a trace class operator), $W$ has a representation via an infinite series in $H$

$$W(x, t) = \sum_{k=1}^{\infty} \sqrt{\mu_k} \, w_k(t) e_k(x),$$

and thus operator $Q$.

For the linear operator $Q$.

$$\frac{\partial}{\partial t} u(x, t) = (\kappa \Delta - \alpha)u(x, t) + f(u(x, t)) + \sigma(u(x, t)) \frac{\partial}{\partial t} W(x, t), \quad (4.4)$$

$$u|_{\partial D} = 0, \quad u(x, 0) = h(x), \quad (4.5)$$

where $t > 0$, $x \in D$, $\kappa$, and $\alpha$ are positive constants; $\Delta = \sum_{i=1}^{d} \frac{\partial^2}{\partial x_i^2}$ is the Laplace operator, and $h(x)$ is a given function in $L^2(D)$. Define $H = L^2(D)$ with the usual scalar product $\langle u, v \rangle = \int_D uv dx$ and the induced norm $\| \cdot \|$. The coefficients $f, \sigma$ are given measurable functions and $W(x, t)$ is an $H$-valued, $Q$-Wiener process to be defined below. Such a SPDE models a variety of phenomena in biology, quantum field theory, and neurophysiology [225,248,277].
where \( \{w_k(t)\}_{k \geq 1} \) is a sequence of independent scalar Wiener processes. For more information regarding \( Q \)-Wiener processes, see § 3.5.

Now we seek a mild solution for SPDE (4.4), that is, an \( H \)-valued predictable process \( u(t) \) such that

\[
u(t) = S(t)h + \int_0^t S(t-s)f(u(s))ds + \int_0^t S(t-s)\sigma(u(s))dW(s), \quad \mathbb{P}\text{-a.s.} \quad (4.7)
\]

for \( t \geq 0 \).

We consider mild solutions of the autonomous SPDE (4.4) under either a global or local Lipschitz condition on the coefficients \( f \) and \( \sigma \). Here we present a semigroup approach, mainly following [76, Theorem 3.6.5] but with a different sufficient condition to guarantee global existence [139]; see Assumption (B) below.

After some preliminaries, we prove global well-posedness results under either a global or local Lipschitz condition and finally present an example.

### 4.3.2.1 Formulation

Recall the definition of fractional power e.g., [269, Ch. 3.10] of \( A \), based on (4.6). For \( \gamma > 0 \), define \( A^\gamma \) by

\[
A^\gamma u = \sum_{i=1}^{\infty} \lambda_i^\gamma \langle u, e_i \rangle e_i
\]

whenever the right-hand side is well defined. For more information on fractional power operators, we refer to [156, Ch. 1.4] or [253, Ch. 2.6]. This definition is consistent with what know about fractional power of a positive-definite symmetric matrix in linear algebra. Denote by \( H^\gamma \) the domain of \( A^{\gamma/2} \) in \( H \), that is,

\[
H^\gamma \triangleq \left\{ u \in H : \sum_{k=1}^{\infty} \lambda_k^{\gamma/2} \langle u, e_k \rangle e_k \text{ converges in } H \right\}.
\]

Then \( H^\gamma \) is a Banach space endowed with norm

\[
\|u\|_\gamma \triangleq \left\{ \sum_{k=1}^{\infty} \lambda_k^{\gamma} \langle u, e_k \rangle^2 \right\}^{\frac{1}{2}}.
\]

Moreover, the embedding \( H^{\gamma_1} \subset H^{\gamma_2} \) is continuous for \( 0 < \gamma_2 < \gamma_1 \).

By the definition of covariance operator \( Q \) of the Wiener process \( W(t) \), for a predictable process \( \Sigma(t) \) in \( H \) with \( \Sigma(t) \in L^2(U^0, H) \),

\[
\|\Sigma(t)\|_{L^2(U^0, H)} = \left( \int_D q(x, x) \Sigma^2(t)(x)dx \right)^{\frac{1}{2}},
\]

where \( U^0 = Q^{1/2}H \) and \( q(x, y) \) is the kernel of the covariance operator \( Q \). Moreover, assume that \( q(x, y) \leq r_0 \) for some positive number \( r_0 \).
Before starting to prove our main theorem, we need some fundamental inequalities that are formulated in the following lemmas. Similar inequalities are also used for the existence of mild solution of stochastic parabolic equations by Chow [76, Lemma 3.5.1].

First, because \( S(t), \ t \geq 0, \) is a contraction semigroup in \( H, \) we have the following estimate.

**Lemma 4.11.** Assume that \( h \in H \) and \( F(t) \) is a predictable process in \( H \) such that \( \mathbb{E} \int_0^T \| F(t) \|^2 dt < \infty. \) Then

\[
\sup_{0 \leq t \leq T} \| S(t)h \| \leq \| h \|, \quad \text{and} \quad \mathbb{E} \sup_{0 \leq t \leq T} \left\| \int_0^t S(t-s)F(s)ds \right\|^2 \leq T \mathbb{E} \int_0^T \| F(t) \|^2 dt. \tag{4.8}
\]

By Lemma 3.24 with \( r = 1, \) we have the following result.

**Lemma 4.12.** Assume that \( \Sigma(t) \) is a predictable process in \( H \) such that \( \mathbb{E} \int_0^T \int_D q(x, x) \Sigma^2(t)(x)dxdt = \mathbb{E} \int_0^T \| \Sigma(t) \|^2_{L^2(U^0, H)} dt < \infty. \) Then

\[
\mathbb{E} \sup_{0 \leq t \leq T} \left\| \int_0^t S(t-s)\Sigma(s)dW(s) \right\|^2 \leq 4 \mathbb{E} \int_0^T \| \Sigma(t) \|^2_{L^2(U^0, H)} dt. \tag{4.10}
\]

We also need the following two Lemmas for \( \gamma \in (0, 1]. \)

**Lemma 4.13.** Assume that \( h \in H \) and \( F(t) \) is a predictable process in \( H \) such that \( \mathbb{E} \int_0^T \| F(t) \|^2 dt < \infty. \) Then, for \( t > 0, \) \( S(t)h \in H^1 \) and \( \int_0^t S(t-s)F(s)ds \) is an \( H^1 \)-valued process. Furthermore,

\[
\int_0^T \| S(t)h \|_{\gamma}^2 dt \leq \frac{1}{2\alpha^1_{1-\gamma}} \| h \|^2, \quad \text{and} \quad \mathbb{E} \int_0^T \left\| \int_0^t S(t-s)F(s)ds \right\|_{\gamma}^2 dt \leq \frac{T}{2\alpha^1_{1-\gamma}} \mathbb{E} \int_0^T \| F(t) \|^2 dt. \tag{4.11}
\]

**Proof.** Expand \( h \in H \) in terms of a complete orthonormal basis \( \{ e_k \}_{k=1}^\infty \) as

\[
h = \sum_{k=1}^{\infty} h_k e_k,
\]

where \( h_k = \langle h, e_k \rangle. \) Then, for \( t > 0, \)

\[
S(t)h = \sum_{k=1}^{\infty} h_k e^{-\lambda_k t} e_k
\]
and direct calculation yields that $S(t)h \in H^1$ and for $0 < \gamma \leq 1$,

$$\int_0^T \|S(t)h\|_\gamma^2 \, dt = \sum_{k=1}^{\infty} \lambda_k^\gamma h_k^2 \int_0^T e^{-2\lambda_k t} \, dt \leq \frac{1}{2\alpha^{1-\gamma}} \|h\|^2,$$

where we have used the fact that $\lambda_k > \alpha$. This gives (4.11). The other estimate, (4.12), can be obtained similarly. \hfill \Box

**Lemma 4.14.** Assume that $\Sigma(t)$ is a predictable process in $H$ such that $E \int_0^T \int_D q(x, x) \Sigma^2(t)(x) \, dx \, dt = E \int_0^T \|\Sigma(t)\|_{L^2(U^0, H)}^2 \, dt < \infty$. Then $\int_0^t S(t-s) \Sigma(s) \, dW(s)$ is an $H^1$-valued process and

$$E \int_0^T \left\| \int_0^t S(t-s) \Sigma(s) \, dW(s) \right\|_\gamma^2 \, dt \leq \frac{1}{2\alpha^{1-\gamma}} E \int_0^T \|\Sigma(t)\|_{L^2(U^0, H)}^2 \, dt.$$

(4.13)

**Proof.** Expanding $\Sigma(t)$ in terms of a complete orthonormal basis $\{e_k\}_{k=1}^{\infty}$ as follows

$$\Sigma(t) = \sum_{k=1}^{\infty} \Sigma_k(t) e_k(x).$$

Then

$$E \left\| \int_0^t S(t-s) \Sigma(s) \, dW(s) \right\|_\gamma^2 = E \sum_{k=1}^{\infty} \lambda_k^\gamma \int_0^t e^{-2\lambda_k (t-s)} \Sigma_k^2(s) \mu_k \, ds.$$

Noticing that

$$\|\Sigma(s)\|_{L^2(U^0, H)}^2 = \sum_{k=1}^{\infty} \mu_k \Sigma_k^2(s),$$

using Lemma 3.24 and $\lambda_k > \alpha$, we have (4.13). \hfill \Box

### 4.3.2.2 Well-Posedness Under Global Lipschitz Condition

We consider the autonomous SPDE (4.4) or its equivalent mild form (4.7) in two separate cases: global Lipschitz coefficients and local Lipschitz coefficients.

First we consider the global Lipschitz case with the following assumption on coefficients $f$ and $\sigma$ in equation (4.7):

**(H) Global Lipschitz condition:** The nonlinearity $f$ and noise intensity $\sigma$ are measurable functions, and there exist positive constants $\beta$, $r_1$, and $r_2$ such that

$$\|f(u) - f(v)\|^2 \leq \beta \|u - v\|^2 + r_1 \|u - v\|_\gamma^2$$

and

$$\|\sigma(u) - \sigma(v)\|^2_{L^2(U^0, H)} \leq \beta \|u - v\|^2 + r_2 \|u - v\|_\gamma^2$$

for all $u$, $v \in H^\gamma$.
Remark 4.15. In fact, in this autonomous case (i.e., \( f \) and \( \sigma \) do not depend on time \( t \) explicitly), the global Lipschitz condition implies the sublinear growth condition: there exists a constant \( C > 0 \) such that
\[
\| f(u) \|^2 + \| \sigma(u) \|^2_{L^2(U^0, H)} \leq C (1 + \| u \|^2 + \| u \|^2_{H^\gamma})
\] (4.14)
for every \( u \in H^\gamma \). The situation is different for nonautonomous SPDEs; see Remark 4.1.

Remark 4.16. When \( \gamma = 1 \), it is proved in [76, Ch. 3.3.7] that the assumption \( (H) \) on \( f \) and \( \sigma \) ensure the global existence and uniqueness of the solution of Equation (4.7), provided that \( r_1 + r_2 < 1 \).

From now on, we shall restrict ourselves to the case \( 0 < \gamma < 1 \). We present the following theorem for SPDE (4.4) on a finite time interval \([0, T]\) for any fixed \( T > 0 \).

Theorem 4.17 (Well-posedness under global Lipschitz condition). Assume that the global Lipschitz condition \( (H) \) holds and consider the autonomous SPDE (4.4) with initial data \( h \in H \). Then there exists a unique solution \( u \) as an adapted, continuous process in \( H \). Moreover, for every \( T > 0 \), \( u \) belongs to \( L^2(\Omega; C([0, T]; H)) \cap L^2(\Omega; L^2([0, T]; H^\gamma)) \) and the following property holds:
\[
\mathbb{E} \left\{ \sup_{0 \leq t \leq T} \| u(t) \|^2 + \int_0^T \| u(t) \|^2_{H^\gamma} \, dt \right\} < \infty.
\]

Proof. We choose a sufficiently small \( T_0 < T \) and denote by \( Y_{T_0} \) the set of predictable random processes \( \{ u(t) \}_{0 \leq t \leq T} \) in space \( L^2(\Omega; C([0, T_0]; H)) \cap L^2(\Omega; L^2([0, T_0]; H^\gamma)) \) such that
\[
\| u \|_{T_0} = \left\{ \mathbb{E} \left( \sup_{0 \leq t \leq T_0} \| u(t) \|^2 + \int_0^{T_0} \| u(t) \|^2_{H^\gamma} \, dt \right) \right\}^{\frac{1}{2}} < \infty.
\]
Then \( Y_{T_0} \) is a Banach space with the norm \( \cdot \|_{T_0} \).

Let \( \Gamma \) be a nonlinear mapping on \( Y_{T_0} \) defined by
\[
\Gamma(u)(t) \triangleq S(t)h + \int_0^t S(t-s) f(u(s)) \, ds
+ \int_0^t S(t-s) \sigma(u(s)) \, dW(s), \quad t \in [0, T_0].
\]
We first verify that \( \Gamma : Y_{T_0} \to Y_{T_0} \) is well defined and bounded. In the following, \( C' \) denotes a positive constant whose value may change from line to line.
It follows from (4.8) and (4.11) that

$$
E \sup_{0 \leq t \leq T_0} \| S(t)h \|^2 + E \int_0^{T_0} \| S(t)h \|^2 \gamma dt \leq C' \| h \|^2. \tag{4.15}
$$

Let \( \{u(s)\}_{s \in [0,T_0]} \) be in \( Y_{T_0} \). Then \( F(t) = f(u(t)) \) and \( \Sigma(t) = \sigma(u(t)) \) are predictable random processes in \( H \). Hence, by (4.9), (4.12), and (4.14), we obtain

$$
E \sup_{0 \leq t \leq T_0} \left\| \int_0^t S(t-s)f(u(s))ds \right\|^2 + E \int_0^{T_0} \left\| \int_0^t S(t-s)f(u(s))ds \right\|^2 \gamma dt \\
\leq C'E \int_0^{T_0} \| f(u(s)) \|^2 ds \\
\leq C'E \int_0^{T_0} (1 + \| u(s) \|^2 + \| u(s) \|^2_{T_0}) ds \\
\leq C'(1 + \| u(s) \|^2_{T_0}). \tag{4.16}
$$

Similarly, by making use of (4.10), (4.13), and (4.14), we have

$$
E \sup_{0 \leq t \leq T_0} \left\| \int_0^t S(t-s)\sigma(u(s))dW(s) \right\|^2 \\
+ E \int_0^{T_0} \left\| \int_0^t S(t-s)\sigma(u(s))dW(s) \right\|^2 \gamma dt \leq C'(1 + \| u(s) \|^2_{T_0}). \tag{4.17}
$$

From (4.15), (4.16), and (4.17), it follows that \( \Gamma : Y_{T_0} \to Y_{T_0} \) is well defined and bounded. To show that \( \Gamma \) is a contraction mapping in \( Y_{T_0} \), we introduce an equivalent norm \( \| \cdot \|_{\mu,T_0} \) in \( Y_{T_0} \) as

$$
\| u \|_{\mu,T_0} = \left\{ E \left( \sup_{0 \leq t \leq T_0} \| u(t) \|^2 + \mu \int_0^{T_0} \| u(t) \|^2 \gamma dt \right) \right\}^{\frac{1}{2}},
$$

where \( \mu \) is a positive parameter. Note that for \( u, v \in Y_{T_0} \),

$$
\| \Gamma(u) - \Gamma(v) \|^2_{\mu,T_0} \\
= E \left\{ \sup_{0 \leq t \leq T_0} \| \Gamma(u)(t) - \Gamma(v)(t) \|^2 + \mu \int_0^{T_0} \| \Gamma(u)(t) - \Gamma(v)(t) \|^2 \gamma dt \right\}.
$$
By making use of (4.9), (4.10) and a simple inequality \((a + b)^2 \leq C_\epsilon a^2 + (1 + \epsilon)b^2\) with \(C_\epsilon = (1 + \epsilon)/\epsilon\) for any \(\epsilon > 0\), we get

\[
\mathbb{E} \sup_{0 \leq t \leq T_0} \| \Gamma(u)(t) - \Gamma(v)(t) \|^2 \\
= \mathbb{E} \sup_{0 \leq t \leq T_0} \left| \int_0^t S(t-s)(f(u(s)) - f(v(s)))ds \right|^2 \\
+ \int_0^t S(t-s)(\sigma(u(s)) - \sigma(v(s)))dW(s) \right|^2 \\
\leq C_\epsilon T_0 \mathbb{E} \int_0^{T_0} \|f(u(s)) - f(v(s))\|^2 dt \\
+ 4(1 + \epsilon) \mathbb{E} \int_0^{T_0} \|\sigma(u(s)) - \sigma(v(s))\|^2_{L^2(U^0, H)} dt.
\]

Similarly, by making use of (4.12) and (4.13), we obtain

\[
\mathbb{E} \int_0^{T_0} \| \Gamma(u)(t) - \Gamma(v)(t) \|^2_{_Y} dt \leq \frac{T_0 C_\epsilon}{2\alpha^{1-\gamma}} \mathbb{E} \int_0^{T_0} \|f(u(s)) - f(v(s))\|^2 dt \\
+ \frac{1 + \epsilon}{2\alpha^{1-\gamma}} \mathbb{E} \int_0^{T_0} \|\sigma(u(s)) - \sigma(v(s))\|^2_{L^2(U^0, H)} dt.
\]

Hence, by assumption (H), we get

\[
\| \Gamma(u) - \Gamma(v) \|^2_{\mu, T_0} \\
\leq \left( C_\epsilon T_0 + \frac{C_\epsilon T_0 \mu}{2\alpha^{1-\gamma}} \right) \mathbb{E} \int_0^{T_0} (\beta \|u(s) - v(s)\|^2 + r_1 \|u(s) - v(s)\|^2_{_Y}) ds \\
+ \left( 4(1 + \epsilon) + \frac{(1 + \epsilon) \mu}{2\alpha^{1-\gamma}} \right) \mathbb{E} \int_0^{T_0} (\beta \|u(s) - v(s)\|^2 + r_2 \|u(s) - v(s)\|^2_{_Y}) ds \\
\leq \rho_1 \mathbb{E} \sup_{0 \leq t \leq T_0} \|u(t) - v(t)\|^2 + \rho_2 \mathbb{E} \int_0^{T_0} \|u(s) - v(s)\|^2_{_Y} ds,
\]

where

\[
\rho_1 = \beta (1 + \epsilon) T_0 \left( \frac{4 + T_0}{\epsilon} + \frac{T_0 \mu}{2\epsilon} + \frac{\mu'}{2} \right),
\]
\[
\rho_2 = (1 + \epsilon) \left( \frac{1}{2} + \frac{T_0}{\epsilon \mu'} + \frac{T_0}{2\epsilon} + \frac{4}{\mu'} \right) \frac{r_1 + r_2}{\alpha^{1-\gamma}},
\]

with \(\mu' = \frac{\mu}{\alpha^{1-\gamma}}\).

Note that we can always assume that \(\frac{r_1 + r_2}{(\alpha + M)^{1-\gamma}} < 1\). If this is not the case, choose \(M > 0\) such that \(\frac{r_1 + r_2}{(\alpha + M)^{1-\gamma}} < 1\), and rewrite Equation (4.4) as

\[
\frac{\partial}{\partial t} u(x, t) = [\kappa \Delta - (\alpha + M)]u(x, t) + [f(u(x, t)) + M u(x, t)] \\
+ \sigma(u(x, t)) \frac{\partial}{\partial t} W(x, t).
\]
Then (H) holds, with \( \beta \) replaced by \( \beta + M^2 \). So, it is possible to choose \( \mu' \) sufficiently large and \( \epsilon, T_0 \) sufficiently small that \( \rho = \rho_1 \vee \rho_2 < 1 \), which implies that \( \Gamma \) is a contraction mapping in \( Y_{T_0} \). Thus, there exists a unique local solution of Equation (4.7) over \( (0, T_0) \), and the solution can be extended to the whole finite interval \( [0, T] \). This completes the proof.

**Remark 4.18.** To show the possible choice of the parameters \( \mu', \epsilon, \) and \( T_0 \) to make \( \rho < 1 \), we first take \( T_0, \epsilon < \frac{1}{16}, \mu' = \frac{1}{2} \) and then

\[
\rho_2 \leq (1 + \epsilon)(1 + \frac{1}{16} + \frac{1}{32} + \frac{4}{16^2}),
\]

which yields \( \rho < \frac{3}{4} \) providing \( \epsilon = \frac{1}{3} \). On the other hand, \( \rho_1 \) can be made less than \( \frac{3}{4} \) by taking \( T_0 \) sufficiently small.

### 4.3.2.3 Well-Posedness Under Local Lipschitz Condition

In Theorem 4.17, if the global Lipschitz condition on the coefficients is relaxed to hold locally, then we only obtain a local solution that may blow up in finite time. To get a global solution, we impose the following conditions:

**(Hn) Local Lipschitz condition:** The nonlinearity \( f \) and noise intensity \( \sigma \) are measurable functions, and there exist constants \( r_n > 0 \) such that

\[
\|f(u) - f(v)\|^2 + \|\sigma(u) - \sigma(v)\|^2 \leq r_n \|u - v\|^2,
\]

for all \( u, v \in H^\gamma \) with \( \|u\|_\gamma + \|v\|_\gamma \leq n, n = 1, 2, \ldots \).

**(B) A priori estimate:** The solution \( u \) satisfies the a priori estimate

\[
\mathbb{E}\|u(t)\|^2_{\gamma} \leq K(t), \quad 0 \leq t < \infty,
\]

where \( K(t) \) is defined and finite for all \( t > 0 \).

**Theorem 4.19 (Well-posedness under local Lipschitz condition).** Assume that the local Lipschitz condition (Hn) and the a priori estimate (B) hold. Consider the autonomous SPDE (4.4) with initial datum \( h \in H \). Then there exists a unique solution \( u \) as an adapted, continuous process in \( H \). Moreover, for every \( T > 0, u \) is in \( L^2(\Omega; C([0, T]; H)) \cap L^2(\Omega; L^2([0, T]; H^\gamma)) \) and the following property holds:

\[
\mathbb{E}\left\{ \sup_{0 \leq t \leq T} \|u(t)\|_\gamma^2 + \int_0^T \|u(t)\|_\gamma^2 dt \right\} < \infty.
\]

**Proof.** For any integer \( n \geq 1 \), let \( \chi_n : [0, \infty) \to [0, 1] \) be a \( C^\infty \)-function such that

\[
\chi_n(r) = \begin{cases} 
1, & 0 \leq r \leq n, \\
0, & r \geq 2n.
\end{cases}
\]

Consider the truncated system

\[
\frac{\partial}{\partial t} u(x, t) = (\kappa \Delta - \alpha)u(x, t) + f_n(u(x, t)) + \sigma_n(u(x, t)) \frac{\partial}{\partial t} W(x, t),
\]

\[\text{Equation (4.18)}\]

\[
u|_{\partial D} = 0, \quad u(x, 0) = h(x),
\]

\[\text{Equation (4.19)}\]
where \( f_n(u) = \chi_n(\|u\|_\gamma) f(u) \) and \( \sigma_n(u) = \chi_n(\|u\|_\gamma) \sigma(u) \). The assumption (\( H_n \)) implies that \( f_n \) and \( \sigma_n \) satisfy the global conditions (\( H \)). Hence, by Theorem 4.17, the system (4.18)–(4.19) has a unique solution \( u^n(t) \) in \( L^2(\Omega; C([0, T]; H)) \cap L^2(\Omega; L^2([0, T]; H')) \). Define an increasing sequence of stopping times \( \{ \tau_n \}_{n \geq 1} \) by

\[
\tau_n \triangleq \inf \{ t > 0 : \|u^n(t)\|_\gamma \geq n \}
\]

when it exists, and \( \tau_n = \infty \) otherwise. Let \( \tau_\infty = \lim_{n \to \infty} \tau_n, \ a.s. \), and set \( u^{\tau_n}(t) = u^n(t \wedge \tau_n) \). Then \( u^{\tau_n}(t) \) is a local solution of Equation (4.4) for \( 0 \leq t \leq \tau_n \). By assumption (B), for any \( t \in [0, T \wedge \tau_n] \),

\[
\mathbb{E}\|u^{\tau_n}(t)\|_\gamma^2 \leq K(t). \tag{4.20}
\]

Also note that

\[
\mathbb{E}\|u^{\tau_n}(T)\|_\gamma^2 = \mathbb{E}\|u^n(T \wedge \tau_n)\|_\gamma^2 \\
\geq \mathbb{E}\left\{ 1_{\{\tau_n \leq T\}} \|u^n(T \wedge \tau_n)\|_\gamma^2 \right\} \\
\geq \mathbb{P}\{\tau_n \leq T\} n^2. \tag{4.21}
\]

In view of (4.20) and (4.21), we get \( \mathbb{P}\{\tau_n \leq T\} \leq \frac{K(T)}{n^2} \), which, by the Borel–Cantelli Lemma, implies

\[
\mathbb{P}\{\tau_\infty > T\} = 1.
\]

Hence, \( u(t) := \lim_{n \to \infty} u^n(t) \) is a global solution as claimed. This completes the proof. \( \square \)

4.3.2.4 An Example

Let us look at an example.

**Example 4.20.** Let \( D \subset \mathbb{R}^2 \) be a bounded domain with smooth boundary \( \partial D \) and denote \( H \triangleq L^2(D) \). Consider the following SPDE on \( D \) for \( t > 0 \):

\[
\frac{\partial}{\partial t} u(x, t) = (\Delta - 1)u(x, t) + \sin u(x, t) + \cos u(x, t) \frac{\partial}{\partial t} W(x, t), \tag{4.22}
\]

\[
u|_{\partial D} = 0, \quad u(x, 0) = h(x). \tag{4.23}
\]

The global Lipschitz condition (H) holds for this equation. Therefore, by Theorem 4.17, there is a unique mild solution \( \{u(x, t)\}_{t \geq 0} \), with a given initial datum \( h \in H \).

4.4 Martingale Solutions

In this section, we consider even weaker solutions, which are called *martingale solutions* [36], [94, Ch. 8]. In some literature, these kinds of solutions are also called “weak”
solutions, whereas the weak solutions of the last section are called “strong” solutions \[232, \text{Ch. V}\]. Some new variant of the martingale solution approach is introduced in recent research in SPDEs (e.g., \[12\]), which will not be discussed here.

We start with a brief introduction to martingales \[180, \text{Ch. 1.3}\], \[270, \text{Ch. 4 and 5}\]. Particularly, we consider martingales in Hilbert space e.g., \[94, \text{Ch. 3.4}\].

Let \(V \subset H \subset V'\) be a Gelfand triple of separable Hilbert spaces with continuous embeddings. Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a complete probability space with a filtration \(\mathcal{F}_t, t \in \mathbb{R}\), satisfying \(\mathcal{F}_i \subset \mathcal{F}\) and \(\mathcal{F}_{t_1} \subset \mathcal{F}_{t_2}\), for \(t_1 \leq t_2\).

We recall the concept of conditional expectation. Let \(X\) be an \(H\)-valued random variable and \(\mathcal{G}\) be a \(\sigma\)-field contained in \(\mathcal{F}\). Then the conditional expectation of \(X\) given \(\mathcal{G}\), \(\mathbb{E}(X|\mathcal{G})\), is defined as an \(H\)-valued \(\mathcal{G}\)-measurable random variable such that

\[
\int_A X d\mathbb{P} = \int_A \mathbb{E}(X|\mathcal{G}) d\mathbb{P}, \quad \text{for every } A \in \mathcal{G}. \tag{4.24}
\]

Consider an integrable \(H\)-valued adapted process \(\{M(t) : t \in \mathbb{R}\}\), that is, \(M(t)\) is \(\mathcal{F}_t\)-measurable with \(\mathbb{E}\|M(t)\| < \infty\). The process \(M(t)\) is called a martingale or \(\mathcal{F}_t\)-martingale if

\[
\mathbb{E}\{M(t)|\mathcal{F}_s\} = M(s), \quad \text{a.s.,}
\]

for any \(t \geq s\). Let \(T > 0\) be fixed and denote by \(\mathcal{M}^2_T(H)\) the space of all \(H\)-valued, continuous, square integrable martingales \(\{M(t) : 0 \leq t \leq T\}\). Then the space \(\mathcal{M}^2_T(H)\), equipped with norm

\[
\|M\|_{\mathcal{M}^2_T(H)} = \left(\mathbb{E} \sup_{0 \leq t \leq T} \|M(t)\|^2\right)^{1/2},
\]

is a Banach space \[94, \text{Proposition 3.9}\].

For \(M \in \mathcal{M}^2_T(H)\), there exists a unique, increasing, and nuclear operator \[94, \text{Proposition 3.12}\] valued adapted process \(V(t)\) with \(V(0) = 0\), such that the process

\[
\langle M(t), a \rangle \langle M(t), b \rangle - \{V(t)a, b\}, \quad a, b \in H, \quad 0 \leq t \leq T,
\]

is an \(\mathcal{F}_t\)-martingale. Equivalently, the process

\[
M(t) \otimes M(t) - V(t), \quad 0 \leq t \leq T
\]

is an \(\mathcal{F}_t\)-martingale. The process \(V(t)\) is also denoted by \(\ll M(\cdot) \gg\), which is called the quadratic variation process of \(M\).

For \(M \in \mathcal{M}^2_T(H)\) the following representation theorem is important in the construction of martingale solutions \[94, \text{Theorem 8.2}\].
Theorem 4.21 (Representation theorem). Let $M \in \mathcal{M}_T^2(H)$ with
\[
\ll M(t) \gg = \int_0^t (\Phi(s)Q^{1/2})^*(\Phi(s)Q^{1/2})ds, \quad 0 \leq t \leq T,
\]
where $\Phi$ is a predictable $L^2(U^0, H)$-valued process [94, p.76], and $Q$ is a given bounded nonnegative symmetric operator on Hilbert space $U$. Then there exists a probability space $(\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{\mathcal{F}}_t, \tilde{\mathbb{P}})$ and an $H$-valued $Q$-Wiener process, $\tilde{W}$ defined on $(\Omega \times \tilde{\Omega}, \mathcal{F} \times \tilde{\mathcal{F}}, \mathbb{P} \times \tilde{\mathbb{P}})$ such that
\[
M(t, \omega, \tilde{\omega}) = \int_0^t \Phi(s, \omega, \tilde{\omega})d\tilde{W}(s, \omega, \tilde{\omega}), \quad 0 \leq t \leq T
\]
where $M(t, \omega, \tilde{\omega}) = M(t, \omega)$ and $\Phi(t, \omega, \tilde{\omega}) = \Phi(t, \omega)$ for all $(\omega, \tilde{\omega}) \in \Omega \times \tilde{\Omega}$.

Now let $A : \mathcal{D}(A) \to H$ be the infinitesimal generator of a $C_0$-semigroup $S(t)$, $t \geq 0$ on $H$. Assume that $F(\cdot) : H \to H$ is measurable, $Q$ is a symmetric, positive-definite operator on a Hilbert space $U$ and $\Phi(\cdot) : H \to L^2(U^0, H)$. If there exist a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ with a filtration $\mathcal{F}_t$, a $Q$-Wiener process $W$, and a random process $u(t)$ such that $u(t)$ is a weak solution to the SPDE,
\[
du(t) = [Au(t) + F(u(t))]dt + \Phi(u(t))dW(t), \quad u(0) = u_0. \tag{4.25}
\]
then we say that the SPDE (4.25) has a martingale solution. The sequence $(\Omega, \mathcal{F}, \mathbb{P}, \{\mathcal{F}_t\}, W^Q, u)$ is called a martingale solution to (4.25). We impose the following assumptions:

\begin{enumerate}
\item[(A_1')] Semigroup $S(t)$, $t > 0$, is compact.
\item[(A_2')] $F : H \to H$ and $\Phi : H \to L^2(U^0, H)$ are globally Lipschitz continuous in $u$.
\end{enumerate}

Then we have the following existence result [94, Theorem 8.1].

Theorem 4.22 (Existence of martingale solutions). Assume that $(A_1')$ and $(A_2')$ hold. Then SPDE (4.25) has a martingale solution.

The martingale solution is related to the following martingale problem. For any given $T > 0$, let $\Omega_c = C(0, T; \mathcal{V}')$, $\mathcal{C}$ be the Borel $\sigma$-field, and $Pr(\Omega_c)$ be the set of all probability measures on $(\Omega_c, \mathcal{C})$. Define the canonical process $\xi : \Omega_c \to \mathcal{V}'$ by
\[
\xi_t(\omega) = \omega(t), \quad \omega \in \Omega_c.
\]
Additionally, define the $\sigma$-field $\mathcal{C}_t := \sigma \{\xi_s : 0 \leq s \leq t\}$ for $0 \leq t \leq T$.

Definition 4.23 (Martingale problem). Given $H, V, V', U, A, F, \Phi, Q$ as above and $u_0 \in H$. The Martingale problem $\mathcal{M}^c(H, V, V', U, A, F, \Phi, Q, u_0)$ is to find a probability measure $P$ on $\Omega_c$ such that
\begin{enumerate}
\item[(M1)] $P\{\xi_0 = u_0\} = 1$,
\item[(M2)] $P\{C(0, T; H) \cap L^2(0, T; V))\} = 1$, and
\item[(M3)] For any $\varphi \in C^2(H)$,
\[ M^\varphi_t \triangleq \varphi(\xi_t) - \varphi(\xi_0) - \int_0^t \mathcal{L}\varphi(\xi(s))ds \]
is a square integrable, continuous \( P \)-martingale. Here the second-order differential operator \( \mathcal{L} \) is defined by
\[ \mathcal{L}\varphi(u) \triangleq \frac{1}{2} \text{Tr} \left[ (\Phi(u)Q^{1/2})^* D^2 \varphi(u) (\Phi(u)Q^{1/2}) \right] + \langle Au + F(u), D\varphi(u) \rangle, \]
where \( D\varphi \) and \( D^2 \varphi \) are the first-order and second-order Fréchet derivatives, respectively.

The differential operator \( \mathcal{L} \) is called the Kolmogorov operator [265].

We call the probability measure \( P \) on \( \Omega_c \) satisfying (\( M_1 \))–(\( M_3 \)) a solution of the martingale problem \( \mathcal{M}^c(H, V, V', U, A, F, \Phi, Q, u_0) \).

**Remark 4.24.** The martingale problem \( \mathcal{M}^c(H, V, V', U, A, F, \Phi, Q, u_0) \) is also called the martingale problem related to \( \mathcal{L} \).

Now we recall the following result for the martingale problem \( \mathcal{M}^c(H, V, V', U, A, F, \Phi, Q, u_0) \); see [315].

**Theorem 4.25.** Assume that \( (A'_1) \) and \( (A'_2) \) hold. Then the martingale problem \( \mathcal{M}^c(H, V, V', U, A, F, \Phi, Q, u_0) \) has a unique solution.

For the relation of the martingale solution and the solution to the martingale problem, we state the following theorem [232, Theorem V.1]:

**Theorem 4.26.** The probability measure \( P \) is a solution to the martingale problem \( \mathcal{M}^c(H, V, V', U, A, F, \Phi, Q, u_0) \) if and only if there exists a martingale solution \((\Omega, \mathcal{F}, \mathbb{P}, W_Q, u_0)\) to (4.25) with initial value \( u_0 \in H \) such that \( P \) is the image measure \( \mathbb{P} \) under the mapping \( \omega \rightarrow u(\cdot, \omega) \).

### 4.5 Conversion Between Itô and Stratonovich SPDEs

In this section we convert Stratonovich SPDEs to Itô SPDEs, and vice versa. We only do this formally. Rigorous verifications can be worked out in the setup in [94, Ch. 4.2] for stochastic integrals, but following a similar discussion for stochastic ordinary differential equations [193, Ch. 6.1].

The Stratonovich integral and Itô integral (introduced in §3.6) are both defined as a limit in mean square (m.s.) of a sum, but they differ only in the selection of time instants used in subintervals \([t_j, t_{j+1}]\) of a partition of the time interval \([0, t] \). In the Itô integral, the left end point \( t_j \) is always used, whereas in the Stratonovich integral, the middle point \( \frac{t_j + t_{j+1}}{2} \) is taken.

#### 4.5.1 Case of Scalar Multiplicative Noise

We start our investigation on the following Stratonovich SPDE in Hilbert space \( H \), with a scalar multiplicative noise
\[ du = Au \, dt + f(t, u)dt + \Phi(t, u) \circ dW(t), \quad (4.26) \]
where $A$ is a linear partial differential operator, $\Phi(t, \cdot) : H \to H$ is a Fréchet differentiable (nonlinear) mapping, $W(t)$ is a standard scalar Wiener process, and the nonlinear mapping $f$ is locally Lipschitz continuous in $u$. Here $dW$ is interpreted as a Stratonovich differential.

We now verify that the equivalent Itô formulation for SPDE (4.26) is

$$
\int_0^t \Phi(s, u(s)) \circ dW(s)
$$

where $\Phi_u$ is the Fréchet derivative of $\Phi$ with respect to $u$. Thus a Stratonovich SPDE can be converted to an Itô SPDE with an extra correction term. Similarly, we can convert an Itô SPDE to a Stratonovich SPDE by subtracting this correction term $\frac{1}{2} \Phi(t, u) \Phi_u(t, u)$.

**Remark 4.27.** If the noise intensity $\Phi$ does not depend on $u$ (additive noise), then the Fréchet derivative $\Phi_u$ is zero, and thus the correction term is absent. This implies that Stratonovich SPDEs and Itô SPDEs are identical in the case of additive noise.

Let $0 = t_0 < t_1 < \cdots < t_n = t$ be a partition of $[0, t]$. Denote $\Delta W(t_j) \triangleq W(t_{j+1}) - W(t_j)$ and $\Delta t_j \triangleq t_{j+1} - t_j$, for $j = 0, \cdots, n - 1$. In fact, we formally calculate, by the definition of Stratonovich integral,

$$
\int_0^t \Phi(s, u(s)) \circ dW(s)
= \lim_{\max \Delta t_j \to 0} \text{in m.s.} \sum_{j=0}^{n-1} \Phi \left( \frac{t_j + \Delta t_j}{2}, u \left( \frac{t_j + \Delta t_j}{2} \right) \right) \Delta W(t_j)
= \lim_{\max \Delta t_j \to 0} \text{in m.s.} \sum_{j=0}^{n-1} \Phi \left( t_j, \frac{1}{2}[u(t_j) + u(t_{j+1})] \right) \Delta W(t_j),
$$

where $\lim$ in m.s. is the limit in the sense of mean square. The final step above is derived as follows.

In fact, note that

$$
\Phi \left( \frac{t_j + \Delta t_j}{2}, u \left( \frac{t_j + \Delta t_j}{2} \right) \right) \Delta W(t_j) = \Phi \left( t_j + \frac{\Delta t_j}{2}, u \left( \frac{t_j + \Delta t_j}{2} \right) \right) \Delta W(t_j),
$$

$$
u \left( \frac{t_j + \Delta t_j}{2} \right) = u \left( t_j + \frac{\Delta t_j}{2} \right) = u(t_j) + \frac{du}{dt} \cdot \frac{\Delta t_j}{2} + O((\Delta t_j)^2),
$$

and

$$
u \left( \frac{t_j + \Delta t_j}{2} \right) = u \left( t_j + \frac{\Delta t_j}{2} \right) = u(t_j) - \frac{du}{dt} \cdot \frac{\Delta t_j}{2} + O((\Delta t_j)^2).
$$

Thus,

$$
u \left( \frac{t_j + \Delta t_j}{2} \right) = \frac{1}{2} \cdot \left( u \left( t_j + \frac{\Delta t_j}{2} \right) + u \left( t_{j+1} - \frac{\Delta t_j}{2} \right) \right)
= \frac{1}{2} \cdot (u(t_{j+1}) + u(t_j)) + O((\Delta t_j)^2).$$
Hence, we have

\[
\Phi \left( t_j + \frac{\Delta t_j}{2}, u \left( t_j + \frac{\Delta t_j}{2} \right) \right) \Delta W(t_j)
\]

\[
= \left[ \Phi \left( t_j, u \left( t_j + \frac{\Delta t_j}{2} \right) \right) + \Phi_t \left( t_j, u \left( t_j + \frac{\Delta t_j}{2} \right) \right) \frac{\Delta t_j}{2} + O((\Delta t_j)^2) \right] \Delta W(t_j)
\]

\[
= \Phi \left( t_j, \frac{1}{2} \left[ u \left( t_j + \frac{\Delta t_j}{2} \right) + u \left( t_{j+1} - \frac{\Delta t_j}{2} \right) \right] \right) \Delta W(t_j) + O((\Delta t_j)^{3/2})
\]

\[
= \Phi \left( t_j, \frac{1}{2} \left[ u(t_j) + u(t_{j+1}) \right] \right) \Delta W(t_j) + O((\Delta t_j)^{3/2}).
\]

This verifies (4.28).

Now let us move on to further examine the right-hand side of (4.28). By the Taylor expansion and the mean value theorem, we have

\[
\sum_{j=0}^{n-1} \Phi \left( t_j, \frac{1}{2} [u(t_j) + u(t_{j+1})] \right) \Delta W(t_j)
\]

\[
= \sum_{j=0}^{n-1} \Phi \left( t_j, u(t_j) + \frac{1}{2} [u(t_{j+1}) - u(t_j)] \right) \Delta W(t_j)
\]

\[
= \sum_{j=0}^{n-1} \Phi(t_j, u(t_j)) \Delta W(t_j)
\]

\[
+ \frac{1}{2} \sum_{j=0}^{n-1} \Phi_u(t_j, u(t_j)) \Delta u(t_j) \Delta W(t_j) + O((\Delta t_j)^2),
\]

(4.29)

where, by the definition of a Stratonovich integral,

\[
\Delta u(t_j) \triangleq u(t_{j+1}) - u(t_j) = [Au(t_j) + f(t_j, u(t_j))] \Delta t_j
\]

\[
+ \Phi \left( t_j, u \left( \frac{t_j + t_{j+1}}{2} \right) \right) \Delta W(t_j).
\]

Using (4.29) and the following two facts:

\[
\lim_{\max \Delta t_j \rightarrow 0} \text{in m.s.} \sum_{j=0}^{n-1} \Delta t_j \Delta W(t_j) = 0,
\]

\[
\lim_{\max \Delta t_j \rightarrow 0} \text{in m.s.} \sum_{j=0}^{n-1} \Delta W(t_j) \Delta W(t_j) = t,
\]

while passing the limit \( \max \Delta t_j \rightarrow 0 \) in (4.28), we get

\[
\int_0^t \Phi(s, u(s)) \circ dW(s) = \int_0^t \Phi(s, u(s)) dW(s) + \frac{1}{2} \int_0^t \Phi(s, u(s)) \Phi_u(s, u(s)) ds.
\]

This yields (4.27).
4.5.2 Case of General Multiplicative Noise

Consider a Stratonovich SPDE in Hilbert space $H$

$$du = Au \, dt + F(u) \, dt + \Phi(u) \circ dW(t),$$

(4.30)

where $A$ is a second-order linear partial differential operator, $F$ is a locally Lipschitz continuous mapping, $\Phi(\cdot)$ is a Fréchet differentiable mapping defined from Hilbert space $H$ to $L^2(U^0, H)$, and $W(t)$ is a Brownian motion (or Wiener process) taking values in a Hilbert space $U$ with covariance operator $Q$. Recall that $U^0 = Q^{1/2}U$. Note that $\Phi(u) \circ dW(t)$ is interpreted as a Stratonovich differential. We want to convert this Stratonovich SPDE to an Itô SPDE, and vice versa.

The Brownian motion $W(t)$ taking values in Hilbert space $U$ can be represented as

$$W(t) = \sum_{n=1}^{\infty} \sqrt{q_n} W_n(t) e_n,$$

(4.31)

where $W_n(t)$’s are independent standard scalar Brownian motions, $\{e_n\}$ is a complete orthonormal basis of $U$, and $\{q_n\}$ is a sequence of nonnegative real numbers such that

$$Q e_n = q_n e_n, \quad n = 1, 2, \cdots.$$

Substituting (4.31) into (4.30), we get

$$du = Au \, dt + F(u) \, dt + \Phi(u) \circ dW(t)$$

$$= Au \, dt + F(u) \, dt + \sum_{n=1}^{\infty} \sqrt{q_n} e_n \circ dW_n(t)$$

$$= Au \, dt + F(u) \, dt + \sum_{n=1}^{\infty} \sqrt{q_n} \Phi(u)(e_n) \circ dW_n(t)$$

$$= Au \, dt + F(u) \, dt + \sum_{n=1}^{\infty} \sqrt{q_n} \tilde{\Phi}_n(u) \circ dW_n(t),$$

(4.32)

where

$$\tilde{\Phi}_n(\cdot) : H \to H$$

$$u \mapsto \Phi(u)(e_n).$$

Now we prove that the stochastic differential term in the last expression of (4.32) has the following property:

$$\tilde{\Phi}_n(u) \circ dW_n(t) = \frac{1}{2} \tilde{\Phi}_n''(u)(\tilde{\Phi}_n(u)) dt + \tilde{\Phi}_n(u) dW_n(t),$$

(4.33)

where $\tilde{\Phi}_n''(u)$ denotes the Fréchet derivative of $\tilde{\Phi}_n$ with respect to $u$, and $\tilde{\Phi}_n(u) dW_n(t)$ is an Itô differential.
In fact, for fixed \( n \in \mathbb{N} \), let \( 0 < t_0^n < t_1^n < \cdots < t_m^n = t \) be a partition of \([0, t]\). Denote by \( \Delta t_j^n = t_{j+1}^n - t_j^n \), \( A_W(t_j^n) = W(t_{j+1}^n) - W(t_j^n) \), and \( \delta_m = \max \{ \Delta t_0^n, \Delta t_1^n, \ldots, \Delta t_m^n \} \).

According to the definition of Stratonovich integral, we have

\[
\int_0^t \tilde{\Phi}_n(u) \circ dW_n(t)
= \lim_{\max \Delta t_j \to 0} \int_{m-1} \Phi_n \left( u \left( t_j^n + \frac{\Delta t_j^n}{2} \right) \right) \Delta W_n(t_j^n)
= \lim_{\max \Delta t_j \to 0} \int_{m-1} \Phi_n \left( u(t_j^n) + \int_{t_j^n}^{t_j^n + \frac{\Delta t_j^n}{2}} (Au + F(u)) dt \right)
+ \int_{t_j^n}^{t_j^n + \frac{\Delta t_j^n}{2}} \Phi_n(u) \circ dW_n(t) \right) \Delta W_n(t_j^n)
\]

since \( u \) satisfies Equation (4.30):

\[
\int_0^t \tilde{\Phi}_n(u) \circ dW_n(t)
= \lim_{\max \Delta t_j \to 0} \int_{m-1} \Phi_n \left( u(t_j^n) \right)
+ (Au(t_j^n) + F(u(t_j^n))) \frac{\Delta t_j^n}{2} + \tilde{\Phi}_n \left( u \left( t_j^n + \frac{\Delta t_j^n}{4} \right) \right) \Delta W_n(t_j^n)\right) \Delta W_n(t_j^n)
\]

where \( \tilde{W}_n(t_j^n) = W_n \left( t_j^n + \frac{\Delta t_j^n}{2} \right) - W_n(t_j^n) \)

\[
= \lim_{\max \Delta t_j \to 0} \int_{m-1} \Phi_n \left( u(t_j^n) \right)
+ \Phi_n' \left( (Au(t_j^n) + F(u(t_j^n))) \frac{\Delta t_j^n}{2} + \tilde{\Phi}_n \left( u \left( t_j^n + \frac{\Delta t_j^n}{4} \right) \right) \Delta W_n(t_j^n)\right) \right)
+ \text{(higher-order terms with } \Delta t_j^n \right) \Delta W_n(t_j^n)
\]

Since \( \tilde{\Phi}_n(u) \) is Fréchet differentiable:

\[
= \int_0^t \tilde{\Phi}_n(u)dW(t) + \lim_{\delta_m \to 0} \sum_{j=0}^{m-1} \tilde{\Phi}_n'(u(t_j^n))
\times \left[ \Phi_n \left( u \left( t_j^n + \frac{\Delta t_j^n}{4} \right) \right) \Delta W_n(t_j^n) \right] \Delta W_n(t_j^n)
= \int_0^t \tilde{\Phi}_n(u)dW_n(t) + \frac{1}{2} \int_0^t \tilde{\Phi}_n'(u) \tilde{\Phi}_n(u) dW(t).\]
In the final step, we have used the facts that \( \lim_{\delta m \to 0} \sum_{j=0}^{m-1} \Delta t_j^n \Delta W_n(t^n_j) = 0 \) and \( \lim_{\delta m \to 0} \sum_{j=0}^{m-1} \Delta \tilde{W}_n(t^n_j) \Delta W_n(t^n_j) = \frac{1}{2} \Delta t^n_j \). This proves (4.33).

Then, inserting (4.33) into (4.32), we have

\[
du = Au \, dt + F(u) \, dt + \Phi(u) \circ dW(t)
\]

Note that \( \Phi(u) e_n \in H \) and \( \Phi'(u)(\cdot) \in L^2(U^0, H) \).

Thus, the Stratonovich SPDE

\[
du = [Au + F(u)] \, dt + \Phi(u) \circ dW(t)
\]

(4.34)

converts to the following Itô SPDE:

\[
du = \left[ Au + F(u) + \frac{1}{2} \sum_{n=1}^{\infty} \sqrt{q_n} \left( \Phi'(u)(\Phi(u)e_n) \right) e_n \right] dt + \Phi(u) \, dW(t),
\]

(4.35)

where \( \Phi' = \Phi_u \) is the Fréchet derivative of \( \Phi(u) \) with respect to \( u \).

**Remark 4.28.** The term \( \sum_{n=1}^{\infty} \frac{1}{2} \sqrt{q_n} \left( \Phi'(u)(\Phi(u)e_n) \right) e_n \, dt \) is called a correction term. If the noise is an additive noise, i.e., \( \Phi(u) \) does not depend on the state variable \( u \), then the Fréchet derivative \( \Phi_u \equiv 0 \), the correction term is zero, and in this case, the Stratonovich SPDE is the same as the Itô SPDE. This is also true for the case of scalar multiplicative noise discussed in the previous subsection.

An Itô SPDE can also be converted to a Stratonovich SPDE by subtracting the correction term.

### 4.5.3 Examples

**Example 4.29 (Stratonovich SPDE to Itô SPDE).** Consider a Stratonovich SPDE

\[
u_t = u_{xx} + \sin(u) + u \circ \dot{W}(t),
\]

where \( W(t) \) is a scalar Brownian motion. Then

\[
Au = \partial_{xx} u, \quad f(u) = \sin(u), \quad \Phi(t, u) = u, \quad \text{and} \quad \Phi_u = I.
\]

The correction term is

\[
\frac{1}{2} \Phi_u \Phi(u) dt = \frac{1}{2} u dt.
\]
Thus the corresponding Itô SPDE is
\[ u_t = u_{xx} + \sin(u) + \frac{1}{2}u + u\dot{W}(t). \]

**Example 4.30 (Itô SPDE to Stratonovich SPDE).** Consider an Itô SPDE
\[ u_t = u_{xx} + u - u^3 + \epsilon u\dot{W}(t), \]
where \( W(t) \) is a scalar Brownian motion. Now
\[ Au = \partial_{xx}u, \quad f(u) = u - u^3 \quad \text{and} \quad \Phi(u) = \epsilon u. \]
The correction term is
\[ \frac{1}{2}\Phi_{u}u\Phi(u)dt = \frac{1}{2}\epsilon^2 u dt. \]
Thus, the Stratonovich SPDE, corresponding to the above Itô SPDE, is
\[ u_t = u_{xx} + u - u^3 - \frac{1}{2}\epsilon^2 u + \epsilon u \circ \dot{W}(t). \]

### 4.6 Linear Stochastic Partial Differential Equations

We now consider the stochastic wave and heat equations on bounded intervals.

#### 4.6.1 Wave Equation with Additive Noise

We consider the wave equation for the displacement \( u(x, t) \) of a vibrating string at position \( x \) and time \( t \), subject to additive noise

\[
\begin{align*}
  u_{tt} &= c^2 u_{xx} + \epsilon \dot{W}, \quad 0 < x < l, \\
  u(0, t) &= u(l, t) = 0, \quad (4.36) \\
  u(x, 0) &= f(x), \quad u_t(x, 0) = g(x), \quad (4.38)
\end{align*}
\]

where \( c \) is a positive constant (wave speed), \( \epsilon \) is a positive real parameter modeling the noise intensity, and \( W(t) \) is a Brownian motion taking values in Hilbert space \( H = L^2(0, l) \). For simplicity, we assume that the initial data \( f \) and \( g \) are deterministic.

We discuss the solution and its correlation at different time instants. For simplicity, we assume the existence of a basis of common eigenfunctions for the covariance operator \( Q \) of \( W(t) \) and for the Laplacian \( \partial_{xx} \) with the zero Dirichlet boundary conditions on \((0, l)\). This assumption is equivalent to \( Q \) commuting with \( \partial_{xx} \) [42].

Consider the Fourier expansion or eigenfunction expansion
\[ u(x, t) = \sum_{n=1}^{\infty} u_n(t) e_n(x), \quad (4.39) \]
\[ W(x, t) = \sum_{n=1}^{\infty} \sqrt{q_n} W_n(t) e_n(x), \quad (4.40) \]

where \( q_n(\geq 0) \) are eigenvalues of \( Q \), and

\[ e_n(x) = \sqrt{2/l} \sin \frac{n\pi x}{l}, \quad n = 1, 2, \ldots \]

are eigenfunctions of \( \partial_{xx} \) with corresponding eigenvalues \( \lambda_n = -(n\pi/l)^2 \). In fact, \( \{e_n\}_{n=1}^{\infty} \) forms an orthonormal basis for \( H \).

Inserting these expansions into SPDE (4.36), we obtain

\[ \ddot{u}_n(t) = c^2 \lambda_n u_n + \epsilon \sqrt{q_n} \dot{W}_n(t), \quad n = 1, 2, \ldots \quad (4.41) \]

For each \( n \), this second-order SDE can be solved by converting to a linear system of first order SDES \([244, \text{Exercise 5.13}]\), and we obtain (Problem 4.7)

\[ u_n(t) = \left[ A_n - \epsilon \frac{l}{cn\pi} \sqrt{q_n} \int_0^t \sin \frac{cn\pi}{l} s dW_n(s) \right] \cos \frac{cn\pi}{l} t \\
+ \left[ B_n + \epsilon \frac{l}{cn\pi} \sqrt{q_n} \int_0^t \cos \frac{cn\pi}{l} s dW_n(s) \right] \sin \frac{cn\pi}{l} t, \quad (4.42) \]

where \( A_n \) and \( B_n \) are constants.

The final solution is

\[ u(x, t) = \sum_{n=1}^{\infty} \left\{ \left[ A_n - \epsilon \frac{l}{cn\pi} \sqrt{q_n} \int_0^t \sin \frac{cn\pi}{l} s dW_n(s) \right] \cos \frac{cn\pi}{l} t \\
+ \left[ B_n + \epsilon \frac{l}{cn\pi} \sqrt{q_n} \int_0^t \cos \frac{cn\pi}{l} s dW_n(s) \right] \sin \frac{cn\pi}{l} t \right\} e_n(x), \quad (4.43) \]

where the constants \( A_n \) and \( B_n \) are determined by the initial conditions as

\[ A_n = \langle f, e_n \rangle, \quad B_n = \frac{l}{cn\pi} \langle g, e_n \rangle. \]

When the noise is at one mode, say, at the first mode \( e_1(x) \) (i.e., \( q_1 > 0 \) but \( q_n = 0, \ n = 2, 3, \ldots \)), we see that the solution contains randomness only at that mode. So, for the linear stochastic diffusion system, there are no interactions between modes. In other words, if we randomly force a few high-frequency modes, then there is no impact of randomness on low-frequency modes.

The mean value for the solution is

\[ \mathbb{E}u(x, t) = \sum_{n=1}^{\infty} \left[ A_n \cos \frac{cn\pi}{l} t + B_n \sin \frac{cn\pi}{l} t \right] e_n(x). \quad (4.44) \]
Now we calculate the covariance of the solution $u$ at different time instants $t$ and $s$, i.e., $\mathbb{E}(u(x, t) - \mathbb{E}u(x, t), u(x, s) - \mathbb{E}u(x, s))$.

Using Itô isometry, we get

$$\mathbb{E}(u(x, t) - \mathbb{E}u(x, t), u(x, s) - \mathbb{E}u(x, s)) = \sum_{n=1}^{\infty} \frac{\epsilon^2 l^2 q_n}{c^2 n^2 \pi^2} \left[ \int_0^{t \wedge s} \sin^2 \frac{cn\pi r}{l} dr \cos \frac{cn\pi t}{l} \cos \frac{cn\pi s}{l} + \int_0^{t \wedge s} \cos^2 \frac{cn\pi r}{l} dr \sin \frac{cn\pi t}{l} \sin \frac{cn\pi s}{l} - \int_0^{t \wedge s} \sin \frac{cn\pi r}{l} \cos \frac{cn\pi t}{l} dr \left( \cos \frac{cn\pi s}{l} + \cos \frac{cn\pi s}{l} \sin \frac{cn\pi t}{l} \right) \right].$$

After integrating, we obtain the covariance as

$$\text{Cov}(u(x, t), u(x, s)) = \mathbb{E}(u(x, t) - \mathbb{E}u(x, t), u(x, s) - \mathbb{E}u(x, s)) = \sum_{n=1}^{\infty} \frac{\epsilon^2 l^2 q_n}{c^2 n^2 \pi^2} \left[ (t \wedge s) \cos \frac{cn\pi (t - s)}{l} - \frac{l}{2cn\pi} \sin \frac{2cn\pi (t \wedge s)}{l} \cos \frac{cn\pi (t + s)}{l} \right] + \frac{l}{2cn\pi} \cos \frac{2cn\pi (t \wedge s)}{l} \sin \frac{cn\pi (t + s)}{l} - \frac{l}{2cn\pi} \sin \frac{cn\pi (t + s)}{l} \right]$$

$$= \sum_{n=1}^{\infty} \frac{\epsilon^2 l^2 q_n}{c^2 n^2 \pi^2} \left[ (t \wedge s) \cos \frac{cn\pi (t - s)}{l} + \frac{l}{2cn\pi} \sin \frac{cn\pi (t + s - 2(t \wedge s))}{l} \right] - \frac{l}{2cn\pi} \sin \frac{cn\pi (t + s)}{l}.\right]$$

In particular, for $t = s$, we get the variance

$$\text{Var}(u(x, t)) = \sum_{n=1}^{\infty} \frac{\epsilon^2 l^2 q_n}{c^2 n^2 \pi^2} \left[ (t \wedge s) \cos \frac{cn\pi (t - s)}{l} - \frac{l}{2cn\pi} \sin \frac{2cn\pi t}{l} \right]. \quad (4.45)$$

Now we consider the energy evolution for the system. Define an energy functional

$$E(t) = \frac{1}{2} \int_0^l [u_t^2 + c^2 u_x^2] dx. \quad (4.46)$$

Taking the time derivative, we obtain, in differential form,

$$d E(t) = \epsilon \int_0^l u_t(x, t) dW(x, t) dx, \quad (4.47)$$

or, in integral form,

$$E(t) = E(0) + \epsilon \int_0^l \int_0^t u_t(x, s) dW(x, s) dx.$$
Thus,

$$E(E(t)) = E(0), \quad \text{and}$$

$$\text{Var}(E(t)) = \epsilon^2 \mathbb{E} \left( \int_0^t \int_0^l u_t(x, s) dW(x, s) dx \right)^2,$$

(4.48)

where $W(x, t)$ is in the following form

$$W(x, t) = \sum_{n=1}^\infty \sqrt{q_n} W_n(t) e_n(x).$$

(4.50)

Note that $u_t(x, t)$ can be written as

$$u_t(x, t) = \sum \left\{ -A_n \frac{cn \pi}{l} \sin \frac{cn \pi t}{l} + B_n \frac{cn \pi}{l} \cos \frac{cn \pi t}{l} + \epsilon \sqrt{q_n} \left[ \int_0^t \sin \frac{cn \pi s}{l} dW_n(s) \sin \frac{cn \pi t}{l} \right. \\
+ \left. \int_0^t \cos \frac{cn \pi s}{l} dW_n(s) \cos \frac{cn \pi t}{l} \right] \right\} e_n(x).$$

(4.51)

Set $\mu_n \triangleq \frac{cn \pi}{l}$ and rewrite $u_t$ as

$$u_t(x, t) = \sum \left\{ F_n(t) + \epsilon \sqrt{q_n} \left[ \int_0^t \sin \mu_n s \cdot \sin \mu_n t \\
+ \cos \mu_n s \cdot \cos \mu_n t \right] dW_n(s) \right\} e_n(x)$$

$$= \sum \left\{ F_n(t) + \epsilon \sqrt{q_n} \int_0^t \cos \mu_n (t-s) dW_n(s) \right\} e_n(x),$$

where

$$F_n(t) \triangleq -A_n \mu_n \sin \mu_n t + B_n \mu_n \cos \mu_n t, \quad n = 1, 2, \cdots.$$

For simplicity of notation, define

$$G_n(t) \triangleq F_n(t) + \epsilon \sqrt{q_n} \int_0^t \cos \mu_n (t-s) dW_n(s), \quad n = 1, 2, \cdots.$$  

Then we have

$$u_t(x, t) = \sum G_n(t) e_n(x).$$
Thus,

\[
\mathbb{E}\left( \int_0^t \int_0^t u_t(x, s) dW(x, s) dx \right)^2
= \mathbb{E} \left[ \int_0^t \sum_{n=1}^\infty \sqrt{q_n} e_n(x) \int_0^t u_t(s) dW_n(s) dx \right]^2
= \mathbb{E} \left[ \sum_{n=1}^\infty \sqrt{q_n} \int_0^t \int_0^t u_t(s) e_n(x) dW_n(s) dx \right]^2
= \mathbb{E} \left[ \sum_{n=1}^\infty \sqrt{q_n} \int_0^t \left( \int_0^t e_n(x) \sum_{j=1}^\infty G_j(s) e_j(x) dx \right) dW_n(s) \right]^2
= \mathbb{E} \left[ \sum_{n=1}^\infty \sqrt{q_n} \int_0^t G_n(s) dW_n(s) \right]^2
= \sum_{n=1}^\infty q_n \mathbb{E} \int_0^t G_n^2(s) ds.
\]

Using the expression for \( G_n \), we further get

\[
\mathbb{E}\left( \int_0^t \int_0^t u_t(x, s) dW(x, s) dx \right)^2
= \sum_{n=1}^\infty q_n \mathbb{E} \int_0^t \int_0^t \left[ F_n(s) + \epsilon \sqrt{q_n} \int_0^r \cos \mu_n(s - r) dW_n(r) \right]^2 ds
= \sum_{n=1}^\infty q_n \int_0^t F_n^2(s) ds + \mathbb{E} \sum_{n=1}^\infty \epsilon^2 q_n^2 \int_0^t \left[ \int_0^r \cos \mu_n(s - r) dW_n(r) \right]^2 ds
= \sum_{n=1}^\infty q_n \int_0^t F_n^2(s) ds + \sum_{n=1}^\infty \epsilon^2 q_n^2 \int_0^t \left[ \int_0^r \cos^2 \mu_n(s - r) dr \right] ds
= \sum_{n=1}^\infty q_n \left[ A_n^2 \mu_n^2 \left( \frac{t}{2} - \frac{1}{4\mu_n} \sin 2\mu_n t \right) + B_n^2 \mu_n^2 \left( \frac{t}{2} + \frac{1}{4\mu_n} \sin 2\mu_n t \right) \right]
= -\frac{1}{2} A_n B_n \mu_n (1 - \cos 2\mu_n t) + \sum_{n=1}^\infty \epsilon^2 q_n^2 \left[ \frac{t^2}{4} + \frac{1}{8\mu_n^2} (1 - \cos 2\mu_n t) \right].
\]

Therefore,

\[
\text{Var}(E(t)) = \sum_{n=1}^\infty \epsilon^2 q_n \left[ A_n^2 \mu_n^2 \left( \frac{t}{2} - \frac{1}{4\mu_n} \sin 2\mu_n t \right) + B_n^2 \mu_n^2 \left( \frac{t}{2} + \frac{1}{4\mu_n} \sin 2\mu_n t \right) \right]
- \frac{1}{2} A_n B_n \mu_n (1 - \cos 2\mu_n t) + \sum_{n=1}^\infty \epsilon^4 q_n^2 \left[ \frac{t^2}{4} + \frac{1}{8\mu_n^2} (1 - \cos 2\mu_n t) \right].
\]
4.6.2 Heat Equation with Multiplicative Noise

Next we consider the heat equation for the temperature \( u(x, t) \) of a rod at position \( x \) and time \( t \), subject to multiplicative noise

\[
\begin{align*}
    u_t &= u_{xx} + \epsilon u \dot{w}(t), \quad 0 < x < 1, \\
    u(0, t) &= u(1, t) = 0, \\
    u(x, 0) &= f(x),
\end{align*}
\]

where \( \epsilon \) is a positive parameter measuring the noise intensity and \( w(t) \) is a scalar Brownian motion. We take Hilbert space \( H \triangleq L^2(0, 1) \) with an orthonormal basis

\[
e_n = \sqrt{2} \sin(n \pi x), \quad n = 1, 2, \ldots
\]

We again use the method of eigenfunction expansion. Substituting

\[
u(x, t) = \sum a_n e_n(x)
\]

into the above SPDE (4.52), with \( \lambda_n = -(n \pi)^2 \), we get

\[
\begin{align*}
    \sum \dot{u}_n(t) e_n(x) &= \sum \lambda_n u_n(t) e_n(x) + \epsilon \sum u_n(t) e_n(x) \dot{w}(t).
\end{align*}
\]

Furthermore, we obtain the following system of SDEs

\[
du_n(t) = \lambda_n u_n(t) dt + \epsilon u_n(t) dw(t), \quad n = 1, 2, 3, \ldots
\]

Thus,

\[
u_n(t) = u_n(0) \exp \left( \left( \lambda_n - \frac{1}{2} \epsilon^2 \right) t + \epsilon w(t) \right), \quad n = 1, 2, 3, \ldots
\]

where \( u_n(0) = \langle f(x), e_n(x) \rangle \). Therefore, the final solution is

\[
u(x, t) = \sum a_n e_n(x) \exp \left( b_n t + \epsilon w(t) \right),
\]

where \( a_n = \langle f(x), e_n(x) \rangle \) and \( b_n = \lambda_n - \frac{1}{2} \epsilon^2 \).

Note that \( \mathbb{E} \exp (b_n t + \epsilon w(t)) = \exp (b_n t) \mathbb{E} \exp (\epsilon w(t)) = \exp (b_n t) \exp \left( \frac{1}{2} \epsilon^2 t \right) = \exp (\lambda_n t) \). Hence, the mean and variance of the solution are

\[
\mathbb{E} u(x, t) = \sum a_n e_n(x) \exp (\lambda_n t),
\]

and

\[
\text{Var}(u(x, t)) = \mathbb{E} \{ u(x, t) - \mathbb{E}(u(x, t)), u(x, t) - \mathbb{E}(u(x, t)) \} = \sum a_n^2 \exp (2\lambda_n t) \{ \exp (\epsilon^2 t) - 1 \}.\]

Moreover, for \( \tau \leq t \), we have

\[
\mathbb{E} \exp \{ \epsilon (w(t) + w(\tau)) \} = \mathbb{E} \exp \{ \epsilon (w(t) - w(\tau)) + 2 \epsilon w(\tau) \} = \mathbb{E} \exp \{ \epsilon (w(t) - w(\tau)) \} \cdot \mathbb{E} \exp \{ 2 \epsilon w(\tau) \}
\]
\begin{align*}
&= \exp \left\{ \frac{1}{2} \epsilon^2(t - \tau) \right\} \cdot \exp\{2\epsilon^2\tau\} \\
&= \exp \left\{ \frac{1}{2} \epsilon^2[(t + \tau) + 2(t \wedge \tau)] \right\}.
\end{align*}

Additionally, by direct calculation, we get covariance
\[
\text{Cov}(u(x, t), u(x, \tau)) = \sum a_n^2 \left\{ \exp\left( b_n(t + \tau) + \frac{1}{2} \epsilon^2((t + \tau) + 2(t \wedge \tau)) \right) + \exp\left( \lambda_n(t + \tau) \right) \\
- \exp\left( \lambda_n \tau + b_n t + \frac{1}{2} \epsilon^2 t \right) - \exp\left( \lambda_n t + b_n \tau + \frac{1}{2} \epsilon^2 \tau \right) \right\} \\
= \sum a_n^2 \exp[\lambda_n(t + \tau)]\left[\exp(\epsilon^2(t \wedge \tau)) - 1\right],
\]
and correlation
\[
\text{Corr}(u(x, t), u(x, \tau)) = \frac{\text{Cov}(u(x, t), u(x, \tau))}{\sqrt{\text{Var}(u(x, t))} \sqrt{\text{Var}(u(x, \tau))}} = \frac{\sum a_n^2 \exp[\lambda_n(t + \tau)]\left[\exp(\epsilon^2(t \wedge \tau)) - 1\right]}{\sqrt{\sum a_n^2 \exp(2\lambda_n t)\left[\exp(\epsilon^2 t) - 1\right]} \sqrt{\sum a_n^2 \exp(2\lambda_n \tau)\left[\exp(\epsilon^2 \tau) - 1\right]}}.
\]

### 4.7 Effects of Noise on Solution Paths

In this section, we consider the effects of noise on solutions of SPDEs with techniques that we have developed so far. To illustrate what we can do at this stage, we consider a specific SPDE, i.e., the stochastic Burgers’ equation.

#### 4.7.1 Stochastic Burgers’ Equation

We now consider Burgers’ equation with additive random forcing e.g., \[45\]
\begin{align*}
\partial_t u + u \partial_x u &= v \partial_{xx} u + \sigma \dot{W}(t), \quad 0 < x < l, \\
u(\cdot, 0) &= 0, \quad u(\cdot, l) = 0, \quad u(x, 0) = u_0(x),
\end{align*}
where \( W(t) \) is a Brownian motion, with covariance \( Q \), taking values in the Hilbert space \( H = L^2(0, l) \). We assume that \( \text{Tr}(Q) < \infty \), i.e., \( Q \) is a trace class operator. So \( \dot{W}(t) \) is noise, colored in space but white in time.
Taking $F(u) = \frac{1}{2} \int_0^l u^2 \, dx = \frac{1}{2} \langle u, u \rangle$ and applying Itô’s formula, we obtain
\[
\frac{1}{2} \frac{d}{dt} \|u\|^2 = \langle u, \sigma \, dW(t) \rangle + \left[ \langle u, vu_{xx} - uu_x \rangle + \frac{1}{2} \sigma^2 \text{Tr}(Q) \right] \, dt.
\tag{4.64}
\]

Thus,
\[
\frac{d}{dt} \mathbb{E}\|u\|^2 = 2 \mathbb{E}\langle u, vu_{xx} - uu_x \rangle + \sigma^2 \text{Tr}(Q)
= -2v \mathbb{E}\|u_x\|^2 + \sigma^2 \text{Tr}(Q).
\tag{4.65}
\]

By the Poincaré inequality, $\|u\|^2 \leq c \|u_x\|^2$, for some positive constant depending only on the interval $(0, l)$, we have
\[
\frac{d}{dt} \mathbb{E}\|u\|^2 \leq -\frac{2v}{c} \mathbb{E}\|u\|^2 + \sigma^2 \text{Tr}(Q).
\tag{4.66}
\]

Then, using the Gronwall inequality, we get
\[
\mathbb{E}\|u\|^2 \leq \mathbb{E}\|u_0\|^2 e^{-\frac{2v}{c} t} + \frac{1}{2} \sigma^2 \text{Tr}(Q) [1 - e^{-\frac{2v}{c} t}].
\tag{4.67}
\]

Note that the first term in this estimate involves the initial data, and the second term involves the noise intensity $\sigma$ as well as the trace of the noise covariance.

Moreover, we consider Burgers’ equation with multiplicative random forcing
\[
\partial_t u + u \partial_x u = \nu \partial_{xx} u + \sigma \, u \dot{w}(t),
\tag{4.68}
\]
with the same boundary condition and initial condition as above except here $w(t)$ is a scalar Brownian motion.

By Itô’s formula, we obtain
\[
\frac{1}{2} \frac{d}{dt} \|u\|^2 = \langle u, \sigma \, dW(t) \rangle + \left[ \langle u, vu_{xx} - uu_x \rangle + \frac{1}{2} \sigma^2 \|u\|^2 \right] \, dt.
\tag{4.69}
\]

Thus,
\[
\frac{d}{dt} \mathbb{E}\|u\|^2 = 2 \mathbb{E}\langle u, vu_{xx} - uu_x \rangle + \sigma^2 \mathbb{E}\|u\|^2
= -2v \mathbb{E}\|u_x\|^2 + \sigma^2 \mathbb{E}\|u\|^2
\leq \left( \sigma^2 - \frac{2v}{c} \right) \mathbb{E}\|u\|^2.
\tag{4.70}
\]

Therefore,
\[
\mathbb{E}\|u\|^2 \leq \mathbb{E}\|u_0\|^2 e^{(\sigma^2 - \frac{2v}{c}) t}.
\tag{4.71}
\]

Further applying Itô’s formula to $\log \|u(t)\|^2$ and using (4.69), we have
\[
d \log \|u(t)\|^2 \leq \left( -\frac{2v}{c} - \sigma^2 \right) dt + 2\sigma \, dW(t),
\]
that is,
\[ \|u(t)\|^2 \leq \|u(0)\|^2 \exp \left\{ -\left( \frac{2v}{c} + \sigma^2 \right) t + 2\sigma w(t) \right\}. \]

Define the growth rate \( \lambda \) of the solution orbit \( u(t) \) by
\[ \lambda \triangleq \lim_{t \to \infty} \frac{1}{t} \log \|u(t)\|^2. \]

In the linear SPDE case, this \( \lambda \), when it exists, is a Liapunov exponent. Thus, by the growth property of Brownian motion,
\[ \lim_{t \to \infty} \frac{1}{t} w(t) = 0, \text{ a.s.,} \]
the growth rate \( \lambda \) of the orbit \( u(t) \) satisfies
\[ \lambda \leq -\left( \frac{2v}{c} + \sigma^2 \right) < 0. \]

When the noise is stronger (i.e., \( \sigma \) is bigger), \( \lambda \) is smaller, that is, the stochastic Burgers’ equation is more stable. So, the multiplicative noise stabilizes the system. Note that the additive noise only affects the mean energy upper bound, but without stabilization. Liapunov exponents for stochastic linear systems are defined in the context of multiplicative ergodic theorems, as in [19, p. 114] or [213].

**Remark 4.31.** Here we should point out that noise not only affects stability, but it may also induce, for example, bifurcation e.g., [61] and spatial correlation e.g., [101].

### 4.7.2 Likelihood for Remaining Bounded

Using the Chebyshev inequality, we can estimate the likelihood of solution orbits remaining inside or outside of a bounded set in Hilbert space \( H = L^2(0, l) \). Taking the bounded set as the ball centered at the origin with radius \( \delta > 0 \), for example, for the above Burgers’ Equation (4.68) with multiplicative noise, we have
\[
\mathbb{P}\{\omega : \|u\| \geq \delta\} \leq \frac{1}{\delta^2} \mathbb{E}\|u\|^2 \leq \frac{\mathbb{E}\|u_0\|^2}{\delta^2} e^{\left( \sigma^2 - \frac{2v}{c} \right) t}. \tag{4.72}
\]

and
\[
\mathbb{P}\{\omega : \|u\| < \delta\} = 1 - \mathbb{P}\{\omega : \|u\| \geq \delta\} \geq 1 - \frac{\mathbb{E}\|u_0\|^2}{\delta^2} e^{\left( \sigma^2 - \frac{2v}{c} \right) t}. \tag{4.73}
\]

This provides a lower bound on the probability that \( u \) remains inside the ball centered at the origin with radius \( \delta \).
4.8 Large Deviations for SPDEs

The likelihood estimates for solution orbits of a SPDE remaining inside or outside of a bounded set may be very crude. For example, in (4.73), if $\delta$ is large, we have $\mathbb{P}\{\omega : \|u\| < \delta\} \geq 0$, which is trivially true. The orbits’ remaining inside or outside of a bounded set is caused by the stochastic force. The large deviation principles (LDP) presented in this section provide a more effective tool to quantify the probability of the orbits inside or outside of some sets, when noise is sufficiently small.

Consider the following stochastic partial differential equation in a separable Hilbert space $H$:

$$du^\varepsilon = [Au^\varepsilon + f(u^\varepsilon)]dt + \sqrt{\varepsilon}\Phi(u^\varepsilon)dW(t), \quad u(0) = u_0 \in H,$$

where $W(t)$ is a $U$-valued Wiener process. Here $A$, $f$, and $\Phi$ satisfy the assumptions in Section 4.1, that is, for any $T > 0$,

$(A_1') \quad f : H \to H$ is $(\mathcal{B}(H), \mathcal{B}(H))$ measurable,

$(A_2') \quad \Phi : H \to L^2(U^0, H)$ is $(\mathcal{B}(H), \mathcal{B}(L^2(U^0, H)))$ measurable.

Recall that $U^0 = Q^{1/2}U$. Furthermore, we assume that there is a Lipschitz constant $L > 0$ such that, for all $t$ in $[0, T]$,

$(A_3') \quad \|f(u) - f(v)\| \leq L\|u - v\|, \quad \|f(t, u)\|^2 \leq L(1 + \|u\|^2), \quad u, v \in H.$

$(A_4') \quad \|\Phi(t, u)\|_{L^2(U^0, H)}^2 \leq L, \quad u \in H.$

Let $u$ be the solution of the corresponding deterministic partial differential equation

$$u' = Au + f(u), \quad u(0) = u_0 \in H.$$

We recall the following basic result [94, Proposition 12.1].

**Theorem 4.32.** For every $T > 0$ and $\delta > 0$, the following limit holds:

$$\lim_{\varepsilon \to 0} \mathbb{P}\left\{\sup_{0 \leq t \leq T} \|u^\varepsilon(t) - u(t)\| \geq \delta\right\} = 0.$$

The above result shows that $u^\varepsilon$ converges to $u$ as $\varepsilon \to 0$ in probability (uniformly on the time interval $[0, T]$) but does not provide the rate of convergence. The theory of LDP is about the exponential decay of the probability in the above theorem.

A definition of large deviation principle was introduced by Varadhan [291, Ch. 2]. Here we consider the LDP for random processes. For more general theory of LDP we refer to [112,125,282,291].

Let $\rho_{0T}(\cdot, \cdot)$ be the usual metric in the space $C(0, T; H)$. A family of random processes $\{u^\varepsilon\}_\varepsilon$ is said to satisfy the LDP with rate function $I$ if

1. (Lower bound) For every $\varphi \in C(0, T; H)$ and $\delta, \gamma > 0$, there is an $\varepsilon_0 > 0$ such that, for $0 < \varepsilon < \varepsilon_0$,

$$\mathbb{P}\left\{\rho_{0T}(u^\varepsilon, \varphi) \leq \delta\right\} \geq \exp\left\{-\frac{I(\varphi) + \gamma}{\varepsilon}\right\}.$$
2. (Upper bound) For every \( r > 0 \) and \( \gamma > 0 \), there is an \( \epsilon_0 > 0 \) such that, for \( 0 < \epsilon < \epsilon_0 \),

\[
P\left\{ \rho_0 T (u^\epsilon, K_T(r)) \geq \delta \right\} \leq \exp \left\{ -\frac{r - \gamma}{\epsilon} \right\}.
\]

Define the level set \( K_T(r) \triangleq \{ \varphi \in C(0, T; H) : I(\varphi) \leq r \} \). If \( K_T(r) \) is compact, then the rate function \( I \) is called a good rate function.

LDP theory is an important field on its own. For the purpose of this book, we simply recall a LDP result for SPDEs without proof. More details are in e.g., [94, Ch. 12.1]. The associated control equation (or skeleton equation) of Equation (4.74) is defined as follows: For every \( h \in L^2(0, T; U) \),

\[
\dot{\varphi} = A\varphi + f(\varphi) + \Phi(\varphi) Q^{1/2} h, \quad \varphi(0) = u_0 \in H.
\] (4.75)

Denote by \( \varphi^{u_0, h} \) the solution of the above skeleton equation, and also define the level set

\[
K^u_T(r) \triangleq \{ \varphi \in C(0, T; H) : \varphi = \varphi^{u_0, h}, \quad \frac{1}{2} \int_0^T \| h(s) \|_U^2 \, ds \leq r \}.
\]

Then, we have the following LDP result for (4.74).

**Theorem 4.33.** [94, Theorem 12.15] Assume that \( (A') \)–\( (A'_4) \) hold. Let \( R_0 > 0 \), \( r_0 > 0 \), and \( T > 0 \) such that all level sets \( K^u_T(r_0) \), for \( \| u_0 \| \leq R_0 \), are contained in \( C(0, T; H) \). Then the following conclusions hold:

1. For every \( \delta > 0 \) and \( \gamma > 0 \), there is an \( \epsilon_0 > 0 \) such that for \( 0 < \epsilon < \epsilon_0 \), for \( u_0 \in H \) with \( \| u_0 \| < R_0 \) and for \( 0 < r < r_0 \),

\[
P\left\{ \rho_0 T (u^\epsilon, K^u_T(r)) < \delta \right\} \geq 1 - \exp \left\{ -\frac{r - \gamma}{\epsilon} \right\}.
\]

2. For every \( \delta > 0 \) and \( \gamma > 0 \), there is an \( \epsilon_0 > 0 \) such that for \( 0 < \epsilon < \epsilon_0 \), for \( h \in L^2(0, T; U) \) with

\[
\int_0^T \| h(s) \|_U^2 \, ds < r_0
\]

and \( u_0 \in H \) with \( \| u_0 \| < R_0 \),

\[
P\left\{ \rho_0 T (u^\epsilon, \varphi^{u_0, h}) < \delta \right\} \geq \exp \left\{ -\frac{1}{\epsilon} \left( \frac{1}{2} \int_0^T \| h(s) \|_U^2 \, ds + \gamma \right) \right\}.
\]

By the above result, the rate function \( I(\varphi) \) is characterized as

\[
I(\varphi) \triangleq \inf_{h \in L^2(0, T; U)} \left\{ \frac{1}{2} \int_0^T \| h(s) \|_U^2 \, ds : \varphi = \varphi^{u_0, h} \right\}
\]

with \( \inf \emptyset = \infty \).
4.9 Infinite Dimensional Stochastic Dynamics

We discuss some dynamical systems concepts in a Hilbert or Banach space $H$, with norm $\| \cdot \|$ and distance $d(\cdot, \cdot)$.

4.9.1 Basic Concepts

A random dynamical system \[\text{[19, Definition 1.1.1]}\] consists of two components. The first component is a driving flow $\theta$ on a probability space $(\Omega, \mathcal{F}, P)$, which acts as a model for a noise. The driving flow $\theta$, also denoted as $\theta_t(\omega)$ or $\theta(t, \omega)$, is a $(\mathcal{B}(\mathbb{R}) \otimes \mathcal{F}, \mathcal{F})$-measurable flow:

$$
\theta_t : \Omega \rightarrow \Omega, \quad \theta_0 = \text{id}, \quad \theta_{t+\tau} = \theta_t \circ \theta_\tau = : \theta_{t+\tau}
$$

for $t, \tau \in \mathbb{R}$. Motivated by a dynamical systems approach to stochastic evolutionary equations, the measure $P$ is assumed to be ergodic with respect to $\theta$. The second component of a random dynamical system is a $(\mathcal{B}(\mathbb{R}) \otimes \mathcal{F} \otimes \mathcal{B}(H), \mathcal{B}(H))$-measurable mapping $\phi$ satisfying the cocycle property

$$
\phi(t + \tau, \omega, x) = \phi(t, \theta_\tau \omega, \phi(\tau, \omega, x)), \quad \phi(0, \omega, x) = x,
$$

where the phase space (or better called state space) $H$ is a Hilbert space (or Banach space) and $x$ is in $H$. We usually call $\phi$ a random dynamical system (RDS) over the driving flow $\theta$, or just say that $\phi$ is a random dynamical system. Sometimes we also say that $\phi$ is a cocycle.

In the following we also need a concept of temperedness for random variables. A random variable $x$, taking values in $H$, is called tempered if

$$
t \mapsto \|x(\theta_t \omega)\|
$$

is subexponentially growing, i.e.,

$$
\limsup_{t \to \pm \infty} \frac{\log^+ \|x(\theta_t \omega)\|}{|t|} = 0 \quad \text{a.s.,}
$$

where $\log^+(y) \triangleq \max \{\log y, 0\}$ is the nonnegative part of the natural logarithm function $\log y$ (sometimes denoted as $\ln y$). This technical condition is not a very strong restriction, because the only alternative is that the above lim sup is $\infty$, which is a degenerate case \[\text{[19, p. 164]}\].

4.9.2 More Dynamical Systems Concepts

We recall several concepts in dynamical systems. A manifold $M$ is a set, which locally looks like a Euclidean space. Namely, a “patch” of the manifold $M$ looks like a “patch” in $\mathbb{R}^n$. For example, curves are one-dimensional manifolds, whereas tori and spheres are two-dimensional manifolds in $\mathbb{R}^3$. A manifold arising from the study of invariant sets
for dynamical systems in $\mathbb{R}^n$ can be very complicated. So we give a formal definition of manifolds. For more discussion of manifolds, see [1, Ch. 3].

Recall that a homeomorphism from $A$ to $B$ is a continuous one-to-one and onto mapping $h : A \rightarrow B$ such that $h^{-1} : B \rightarrow A$ is also continuous.

**Definition 4.34 (Differentiable manifold and Lipschitz manifold).** An $n$-dimensional differentiable manifold $M$ is a connected metric space with an open covering $\{U_\alpha\}$, i.e., $M = \bigcup_\alpha U_\alpha$, such that

(i) for all $\alpha$, $U_\alpha$ is homeomorphic to the open unit ball in $\mathbb{R}^n$, $B = \{x \in \mathbb{R}^n : |x| < 1\}$, i.e., for all $\alpha$ there exists a homeomorphism of $U_\alpha$ onto $B$, $h_\alpha : U_\alpha \rightarrow B$, and

(ii) if $U_\alpha \cap U_\beta \neq \emptyset$ and $h_\alpha : U_\alpha \rightarrow B, h_\beta : U_\beta \rightarrow B$ are homeomorphisms, then $h_\alpha(U_\alpha \cap U_\beta)$ and $h_\beta(U_\alpha \cap U_\beta)$ are subsets of $\mathbb{R}^n$, such that the mapping

$$h = h_\alpha \circ h_\beta^{-1} : h_\beta(U_\alpha \cap U_\beta) \rightarrow h_\alpha(U_\alpha \cap U_\beta)$$

is differentiable, and for all $x \in h_\beta(U_\alpha \cap U_\beta)$, the Jacobian determinant $\det Dh(x) \neq 0$.

If the mapping (4.76) is $C^k$ differentiable for some natural number $k$, we call $M$ a $C^k$ differentiable manifold. When $k = \infty$, $M$ is called a smooth manifold. If the mapping (4.76) is only Lipschitz continuous, then we say $M$ is a Lipschitz manifold.

Differentiable manifolds can sometimes be represented as graphs of differentiable mappings. For example, a differentiable curve in $\mathbb{R}^n$ is a differentiable manifold, whereas a Lipschitz continuous curve is a Lipschitz manifold.

Just as invariant sets are important building blocks for deterministic dynamical systems, invariant sets are basic geometric objects that aid in understanding stochastic dynamics [19, Ch. 7]. The following concepts are from [109].

**Definition 4.35 (Random set).** A collection $M = \{M(\omega)\}_{\omega \in \Omega}$, of nonempty closed sets $M(\omega)$, contained in $H$ is called a random set if

$$\omega \mapsto \inf_{y \in M(\omega)} d(x, y)$$

is a scalar random variable for every $x \in H$.

A random dynamical system is called dissipative if there exists a random set $M$ that is bounded for every $\omega$ and that is absorbing: for every random variable $x(\omega) \in H$ there exists a $t_x(\omega) > 0$ such that if $t \geq t_x(\omega)$, then

$$\varphi(t, \omega, x(\omega)) \in M(\theta_t \omega).$$

In the deterministic case ($\varphi$ is independent of $\omega$), the last relation coincides with the definition of an absorbing set. In the case of parabolic partial differential equations, due to the smoothing property, it is usually possible to prove that a dissipative system possesses compact invariant absorbing sets. For more details, see [287, Ch. 1].

**Definition 4.36 (Random invariant set).** A random set $M(\omega)$ is called a forward random invariant set for a random dynamical system $\varphi$ if

$$\varphi(t, \omega, M(\omega)) \subset M(\theta_t \omega), \ t > 0 \ and \ \omega \in \Omega.$$
It is called a random invariant set if
\[ \varphi(t, \omega, M(\omega)) \subset M(\theta_t \omega), \quad t \in \mathbb{R} \quad \text{and} \quad \omega \in \Omega. \]

**Definition 4.37 (Stationary orbit).** A random variable \( y(\omega) \) is called a stationary orbit (or random fixed point or random invariant orbit) for a random dynamical system \( \varphi \) if
\[ \varphi(t, \omega, y(\omega)) = y(\theta_t \omega), \quad a.s. \]
for every \( t \).

**Definition 4.38 (Random invariant manifold).** If a random invariant set \( M \) can be represented by a graph of a Lipschitz mapping
\[ \gamma^*(\omega, \cdot) : H^+ \to H^-, \]
with direct sum decomposition \( H^+ \oplus H^- = H \), such that
\[ M(\omega) = \{ x^+ + \gamma^*(\omega, x^+), x^+ \in H^+ \}, \]
then \( M \) is called a Lipschitz continuous invariant manifold. If the mapping \( \gamma^*(\omega, \cdot) \) is \( C^k \) (for a natural number \( k \)), then the manifold is called a \( C^k \) invariant manifold.

### 4.10 Random Dynamical Systems Defined by SPDEs

SPDEs with linear multiplicative noises generate random dynamical systems (cocycles) under quite general conditions [128–131]. However, it is unclear whether SPDEs with nonlinear multiplicative noises also generate random dynamical systems. For linear infinite random dynamical systems, including those generated by linear stochastic partial differential equations, Lian and Lu [213] recently proved a multiplicative ergodic theorem, which is the foundation for dynamical systems approaches to nonlinear stochastic partial differential equations.

In this section, we first define the canonical sample space for stochastic partial differential equations, then briefly discuss perfection of cocycles and, finally, present a few examples.

#### 4.10.1 Canonical Probability Space for SPDEs

A standard model for the driving flow \( \theta_t \) is induced by a two-sided Brownian motion \( W(t) \), taking values in a separable Hilbert space \( H \). In §3.1, we know that when we toss a die, the canonical or natural sample space is \( \{1, 2, 3, 4, 5, 6\} \), which is the collection of all possible outcomes. In the context of an SPDE with \( W(t) \) taking values in \( H \), we could imagine that we are tossing a Brownian motion and what we see (i.e., the outcomes) are continuous curves, which take value 0 at time 0. The set of these continuous curves is usually denoted by \( C_0(\mathbb{R}, H) \).
Thus we consider the probability space \([109,110]\)

\[
(C_0(\mathbb{R}, H), \mathcal{B}(C_0(\mathbb{R}, H)), \mathbb{P}),
\]

where \(C_0(\mathbb{R}, H)\) is the space of continuous functions that are zero at zero, with the metric that induces uniform convergence on compact intervals (the so-called compact-open metric). The corresponding Borel \(\sigma\)-field is denoted as \(\mathcal{B}(C_0(\mathbb{R}, H))\). We identify sample paths of \(W(t)\) with elements in \(C_0(\mathbb{R}, H)\):

\[
W(t, \omega) \equiv \omega(t).
\]

In this way, \(W\) is a random variable taking values in \(C_0(\mathbb{R}, H)\), and \(\mathbb{P}\) is taken as the law (i.e., probability distribution measure) of this random variable. This probability distribution measure is called the Wiener measure. Note that \(\mathbb{P}\) is ergodic with respect to the Wiener shift \(\theta_t\):

\[
\theta_t \omega(s) = \omega(s + t) - \omega(t), \quad \text{for } \omega \in C_0(\mathbb{R}, H),
\]

or, equivalently,

\[
W(s, \theta_t \omega) = W(s + t, \omega) - W(t, \omega).
\]

It is clear that \(\theta_0 = \text{Id}\) and \(\theta_{t+s} = \theta_t \theta_s\).

For an SPDE with Brownian motion \(W(t), (C_0(\mathbb{R}, H), \mathcal{B}(C_0(\mathbb{R}, H)), \mathbb{P})\) is often taken as the canonical probability space. Sometimes we denote this canonical probability space as \((\Omega_0, \mathcal{F}_0, \mathbb{P})\), or just \((\Omega, \mathcal{F}, \mathbb{P})\).

### 4.10.2 Perfection of Cocycles

In the definition of random dynamical systems, the cocycle property needs to be satisfied for all \(\omega\) in \(\Omega\), whereas for stochastic partial differential equations most properties usually hold only almost surely. Indeed, the solution mapping for an SPDE usually defines a crude cocycle and it does not yet define a random dynamical system. To remedy this, a perfection procedure [128] is needed to define an indistinguishable random dynamical system for which the cocycle property holds for all \(\omega\) in \(\Omega\). Recall that two random dynamical systems, \(\varphi_1(t, \omega)\) and \(\varphi_2(t, \omega)\), are indistinguishable if

\[
\mathbb{P}\{\omega : \varphi_1(t, \omega) \neq \varphi_2(t, \omega) \text{ for some } t \in \mathbb{R}\} = 0.
\]

For more details on this perfection procedure for SPDEs with linear multiplicative noise, see [128]. Some ingredients of this procedure are in §6.2. This perfection procedure for SDEs was investigated in detail in [21].

For more general discussion on random dynamical systems generated by SPDEs, we refer to [56,60,71,90,106,109,110,127,235], among others.

### 4.10.3 Examples

We present two examples of SPDEs that generate random dynamical systems (cocycles).
Example 4.39 (Heat equation with multiplicative noise). Consider the stochastic heat equation with zero Dirichlet boundary conditions

\[
\begin{align*}
  u_t &= u_{xx} + \epsilon u \dot{w}(t), \quad 0 < x < 1, \\
  u(0, t) &= u(1, t) = 0, \\
  u(x, 0) &= u_0(x),
\end{align*}
\]

where \(\epsilon\) is a positive parameter and \(w(t)\) is a scalar Brownian motion. Introduce the canonical sample space \(C_0(\mathbb{R}, \mathbb{R}^1)\) with the corresponding Wiener shift \(\theta_t\):

\[
\theta_t \omega(s) = \omega(s + t) - \omega(t), \quad \text{for} \ \omega \in C_0(\mathbb{R}, \mathbb{R}^1).
\]

Take Hilbert space \(H = L^2(0, 1)\) with an orthonormal basis \(e_n = \sqrt{2} \sin(n\pi x), n = 1, 2, \cdots\). We find the solution mapping by the method of eigenfunction expansion

\[
u(x, t) = \sum u_n(t) e_n(x).
\]

Inserting this expansion into the above SPDE (4.79), with \(\lambda_n = -(n\pi)^2\), we get

\[
\sum u_n(t) e_n(x) = \sum \lambda_n u_n(t) e_n(x) + \epsilon \sum u_n(t) e_n(x) \dot{w}(t).
\]

Thus, we further obtain the following system of SODEs:

\[
du_n(t) = \lambda_n u_n(t) dt + \epsilon u_n(t) dw(t), \quad n = 1, 2, \cdots
\]

Therefore,

\[
u_n(t) = u_n(0) \exp \left( \left( \lambda_n - \frac{1}{2} \epsilon^2 \right) t + \epsilon w(t) \right),
\]

where \(u_n(0) = \langle u_0(x), e_n(x) \rangle\). The final solution for (4.79) is

\[
u(x, t) = \sum a_n \exp \left( b_n t + \epsilon w(t) \right) e_n(x),
\]

with \(a_n = \langle u_0(x), e_n(x) \rangle\) and \(b_n = \lambda_n - \frac{1}{2} \epsilon^2\).

Define the solution mapping

\[
\varphi(t, \omega, u_0) \equiv \sum a_n e_n(x) \exp \left( b_n t + \epsilon w(t, \omega) \right).
\]

Obviously,

\[
\varphi(0, \omega, u_0) = u_0.
\]

Moreover,

\[
\varphi(t + s, \omega, u_0) = \sum a_n e_n(x) \exp \left( b_n (t + s) + \epsilon w(t + s, \omega) \right),
\]

\[
\varphi(t, \theta_s \omega, \varphi(s, \omega, u_0)) = \sum a_n \exp \left( b_n s + \epsilon W(s, \omega) \right) e_n(x) \exp \left( b_n t + \epsilon w(t, \theta_s \omega) \right)
\]

\[
= \sum a_n e_n(x) \exp \left( b_n (t + s) + \epsilon w(t + s, \omega) \right),
\]
that is,

\[ \varphi(t + s, \omega, u_0) = \varphi(t, \theta_s \omega, \varphi(s, \omega, u_0)). \]  

(4.90)

So \( \varphi \) is a crude cocycle, and after the perfection procedure in the last subsection, \( \varphi \) is a random dynamical system.

**Example 4.40 (Heat equation with additive noise).** Consider the following stochastic heat equation on \((0, 1)\) with zero Dirichlet boundary conditions:

\[
\begin{align*}
  u_t &= u_{xx} + \dot{W}(t), \quad 0 < x < 1 \\
  u(0, t) &= u(1, t) = 0, \quad (4.91) \\
  u(x, 0) &= u_0(x), \quad (4.92)
\end{align*}
\]

where \( W(t) \) takes values in \( H = L^2(0, 1) \), with a trace class covariance operator \( Q \) (i.e., \( \text{Tr}(Q) < \infty \)).

Introduce the canonical sample space \( C_0(\mathbb{R}, H) \) with the corresponding Wiener shift \( \theta_t \):

\[ \theta_t \omega(s) = \omega(s + t) - \omega(t), \quad \text{for } \omega \in C_0(\mathbb{R}, H). \]  

(4.94)

Denote by \( S(t) \) the semigroup generated by \( \partial_{xx} \) with zero Dirichlet boundary conditions on \((0, 1)\). By (2.17) in Chapter 2,

\[
S(t)h = \sum_{n=1}^{\infty} \langle h(x), e_n(x) \rangle \exp(\lambda_n t) e_n(x), \quad h \in H,
\]  

(4.95)

where \( e_n(x) = \sqrt{2} \sin n\pi x \).

Then the solution to (4.91) is

\[
u(x, t) = S(t)u_0 + \int_0^t S(t - \tau) dW(\tau).
\]

Define the solution mapping

\[
\varphi(t, \omega, u_0) \triangleq S(t)u_0 + \int_0^t S(t - \tau) dW(\tau, \omega).
\]

Clearly, \( \varphi(0, \omega, u_0) = u_0 \). Moreover,

\[
\varphi(t + s, \omega, u_0) = S(t + s)u_0 + \int_0^{t+s} S(t + s - \tau) dW(\tau, \omega)
\]
and
\[
\varphi(t, \theta_s \omega, \varphi(s, \omega, u_0)) = S(t)\varphi(s, \omega, u_0) + \int_0^t S(t - \tau) dW(\tau, \theta_s \omega)
\]
\[
= S(t + s)u_0 + \int_0^s S(t + s - \tau) dW(\tau, \omega) + \int_0^t S(t - \tau) dW(\tau, \theta_s \omega)
\]
\[
= S(t + s)u_0 + \int_0^s S(t + s - \tau) dW(\tau, \omega) + \int_0^{t+s} S(t + s - \tau) dW(\tau - s, \theta_s \omega)
\]
\[
= S(t + s)u_0 + \int_0^{t+s} S(t + s - \tau) dW(\tau, \omega).
\]
Hence,
\[
\varphi(t + s, \omega, u_0) = \varphi(t, \theta_s \omega, \varphi(s, \omega, u_0)).
\]
(4.96)

So, \(\varphi\) is a crude cocycle, and after the perfection procedure in the last subsection, \(\varphi\) is a random dynamical system.

**Remark 4.41.** Equation (4.91) is a Langevin equation in Hilbert space whose solution \(u\) is also called an Ornstein–Uhlenbeck process. More properties of \(u\) can be found in [94, Ch. 5].

### 4.11 Problems

#### 4.1. Strong, weak, and mild solutions for SPDEs

(a) Assume that \(W(t)\) is an \(L^2(0, l)\)-valued Q-Wiener process. Consider the following SPDE defined on \((0, l)\) with the zero Dirichlet boundary conditions
\[
 u_t = u_{xx} + \dot{W}, \quad u(0) = 0.
\]
Denote by \(A\) the Laplace operator \(\partial_{xx}\) on \((0, l)\) with zero Dirichlet boundary conditions. Assume that \(Q\) commutes with \(A\) and \(\text{Tr}(AQ^{1/2}) < \infty\). First, find the mild solution and then show that the mild solution is actually a weak solution and also a strong solution.

(b) Assume that \(w(t)\) is a scalar Wiener process. First, find the mild solution of the following SPDE:
\[
 u_t = u_{xx} + u \dot{w}, \quad u(t_0) = u_0 \in L^2(0, l)
\]
with zero Dirichlet boundary conditions on \((0, l)\) and \(t_0 > 0\). Then show that the mild solution is actually a weak solution and also a strong solution.

(c) Assume that \(W(t)\) is an \(L^2(0, l)\)-valued Q-Wiener process with \(\text{Tr}(Q) < \infty\). First, find the mild solution of the following stochastic wave equation:
\[
 u_{tt} = c^2 u_{xx} + \sigma \dot{W}, \quad u(0) = u_0 \in H^1_0(0, l), \quad u_t(0) = u_1 \in L^2(0, l)
\]
with zero Dirichlet boundary conditions on \((0, l)\). Here \(c\) and \(\sigma\) are positive parameters. Further, assume that \(Q\) commutes with \(A\). Then show that the mild solution is also a weak solution.

4.2. Martingale solutions for SPDEs
Assume that \(W(t)\) is an \(H = L^2(0, l)\)-valued \(Q\)-Wiener process with \(\text{Tr}(Q) < \infty\). Find the Kolmogorov operator \(L\) for the following SPDE:

\[
    u_t = \nu u_{xx} + f(u) + \dot{W}(t), \quad u(0) = u_0 \in H,
\]

with zero Dirichlet boundary conditions \((0, l)\). Here \(\nu\) and \(\sigma\) are positive parameters and \(\|f(u)\|_H < C\) for every \(u \in H\). Prove the existence and uniqueness of the solution to the martingale problem for \(L\) by showing the existence and uniqueness of the martingale solution.

4.3. Stochastic Ginzburg–Landau equation
Consider the following SPDE

\[
    du = (u_{xx} + u - u^3)dt + \epsilon dW(t), \quad u(0) = u_0, \quad 0 < x < l, \quad t > 0,
\]

with zero Dirichlet boundary conditions \(u(0, t) = u(l, t) = 0\), where the covariance operator \(Q\) for the Wiener process \(W(t)\) has eigenvalues \(q_n = \frac{1}{n^2}, n = 1, 2, \ldots\) and \(\epsilon\) is a real positive parameter. Take the Hilbert space \(H = L^2(0, l)\) with the usual scalar product \(\langle u, v \rangle = \int_0^l uv \, dx\) and norm \(\|u\| = \sqrt{\langle u, u \rangle}\). Examine the well-posedness for appropriate solutions.

4.4. Stochastic Burgers equation
Consider the SPDE

\[
    u_t = \nu u_{xx} - uu_x + g(u) \dot{w}(t), \quad 0 < x < l, \quad t > 0,
\]

with zero Dirichlet boundary conditions \(u(0, t) = u(l, t) = 0\), where \(w(t)\) is a scalar Brownian motion, \(l\) is a positive constant, and \(g(\cdot)\) is a smooth deterministic function. Take the Hilbert space \(H = L^2(0, l)\) with the usual scalar product \(\langle u, v \rangle = \int_0^l uv \, dx\) and norm \(\|u\| = \sqrt{\langle u, u \rangle}\). Examine the well-posedness for appropriate solutions.

4.5. Conversion between two types of SPDEs
(a) Convert the Stratonovich SPDE to an Itô SPDE:

\[
    u_t = \nu u_{xx} + uu_x + g(u) \circ \dot{w}(t), \quad 0 < x < l, \quad t > 0,
\]

where \(w(t)\) is a scalar Brownian motion, and \(g(u)\) is a known function.

(b) Convert the Itô SPDE to a Stratonovich SPDE:

\[
    u_t = \nu u_{xx} + uu_x + g(u) \dot{w}(t), \quad 0 < x < l, \quad t > 0,
\]

where \(w(t)\) is a scalar Brownian motion, and \(g(u)\) is a known function.
(c) If \( g \) in (a) and (b) is either a constant or does not depend on \( u \), are the two types of SPDEs the same or not? Explain.

4.6. **Stochastic heat equation**  
Consider the following SPDE:

\[
\frac{\partial u}{\partial t} = \nu \frac{\partial^2 u}{\partial x^2} + \sigma \dot{W}(t), \quad 0 < x < l, \quad t > 0,
\]

with zero Neumann boundary conditions \( u_x(0, t) = 0 = u_x(l, t) \) and initial condition \( u(x, 0) = u_0(x) \). Here \( \nu \) and \( \sigma \) are positive real parameters, and \( W(t) \) is a Brownian motion in \( L^2(0, l) \) with covariance operator \( Q \) commuting with \( \partial_{xx} \).

(a) Find the solution in a Fourier series.  
*Hint:* What is the appropriate orthonormal basis in \( L^2(0, l) \), in the case of zero Neumann boundary conditions? We would like to select a basis formed from the eigenfunctions of \( A = \nu \partial_{xx} \) under these boundary conditions, facilitating the construction of the solution.

(b) Calculate the mean, variance, and covariance for the solution. What is the difference with the case of zero Dirichlet boundary conditions?

(c) Is the solution mapping a cocycle? Does it define a random dynamical system in an appropriate Hilbert space?

4.7. **A second-order stochastic differential equation**  
Let \( w \) be a scalar Brownian motion. Assume that \( c, \lambda, q \) are constants with properties: \( c \neq 0, \lambda < 0, \) and \( q > 0 \). Solve the following second-order stochastic differential equation:

\[
\ddot{u}(t) = c^2 \lambda u + \epsilon \sqrt{q} \dot{W}(t)
\]

with initial conditions \( u(0) = u_0, \dot{u}(0) = u_1 \).

4.8. **Stochastic wave equation**  
Consider the following SPDE:

\[
\frac{\partial^2 u}{\partial t^2} = c^2 \frac{\partial^2 u}{\partial x^2} + \sigma \dot{W}(t), \quad 0 < x < l,
\]

with zero Neumann boundary conditions \( u_x(0, t) = 0 = u_x(l, t) \) and initial conditions \( u(x, 0) = u_0(x) \) and \( u_t(x, 0) = v_0(x) \). Here \( c \) and \( \sigma \) are positive real parameters, and \( W(t) \) is a Brownian motion in \( L^2(0, l) \) with covariance operator \( Q \) commuting with \( \partial_{xx} \).

(a) Find the Fourier series solution.  
*Hint:* What is the appropriate orthonormal basis in \( L^2(0, l) \), in the case of zero Neumann boundary conditions? We would like to select a basis formed from the eigenfunctions of \( A = c^2 \partial_{xx} \) under these boundary conditions, facilitating the construction of the solution.
(b) Calculate the mean, variance, and covariance for the solution. What is the difference with the case of zero Dirichlet boundary conditions?

4.9. A nonlinear SPDE
Consider the following nonlinear SPDE:
\[ u_t = u_{xx} + \sin(u) + \sigma u \dot{w}(t), \quad 0 < x < l, \quad t > 0, \]
with zero Dirichlet boundary conditions \( u(0, t) = u(l, t) = 0 \) and initial condition \( u(x, 0) = u_0(x) \). Here \( \sigma \) is a real positive parameter and \( w(t) \) is a scalar Brownian motion.

(a) Estimate the mean energy, \( \mathbb{E} \|u\|^2 \), for this system.

\textit{Hint:} You may need to use Young’s, Cauchy–Schwarz, Poincáre, Agmon, or Gronwall inequalities.

(b) What is the impact of the multiplicative noise on the mean energy, \( \mathbb{E} \|u\|^2 \), of the solution?

4.10. Stochastic Fisher–Kolmogorov–Petrovsky–Piscunov equation
Consider the SPDE in Example 1.6:
\[ \partial_t u = D u_{xx} + \gamma u(1 - u) + \varepsilon \sqrt{u(1-u)} \dot{w}(x, t), \quad u(0, t) = u(l, t) = 0, \]
with \( 0 < x < l, \quad t > 0 \), where \( u(x, t) \) is the population density for a certain species, \( D, \gamma, \) and \( \varepsilon \) are parameters, and \( w \) is a scalar Brownian motion. Take the Hilbert space \( H = L^2(0, l) \) with the usual scalar product \( \langle u, v \rangle = \int_0^l uv \, dx \) and norm \( \|u\| = \sqrt{\langle u, u \rangle} \). Examine the well-posedness for appropriate solutions.

4.11. A System of Coupled SPDEs
Consider the SPDEs in Example 1.5:
\[ \begin{align*}
\partial_t a &= D_1 a_{xx} + k_1 a - k_2 ab - k_3 a^2 + \dot{W}_1(x, t), \\
\partial_t b &= D_2 b_{xx} + k_1 b - k_2 ab - k_3 b^2 + \dot{W}_2(x, t),
\end{align*} \]
where \( 0 < x < l, \quad D_1's \) and \( k's \) are parameters (with \( D_1's \) being positive), and \( W_1 \) and \( W_2 \) are independent Brownian motions. When \( D_1 \ll D_2 \), this is a slow-fast system of SPDEs. Assume that \( a \) and \( b \) satisfy the zero Dirichlet boundary conditions \( a(0, t) = a(l, t) = b(0, t) = b(l, t) = 0 \). Suppose that the covariance operator \( Q_1 \) for \( W_1(t) \) has eigenvalues \( q_n^1 = \frac{1}{n^2} \), \( n = 1, 2, \ldots \), and the covariance operator \( Q_2 \) for \( W_2(t) \) has eigenvalues \( q_n^2 = \frac{1}{n^2} \), \( n = 1, 2, \ldots \). Take the Hilbert space \( H = L^2(0, l) \) with the usual scalar product \( \langle u, v \rangle = \int_0^l uv \, dx \) and norm \( \|u\| = \sqrt{\langle u, u \rangle} \). Estimate the mean energy \( \mathbb{E}((\|a\|^2 + \|b\|^2)) \) for this system.
5 Stochastic Averaging Principles

Averaging techniques, averaging as approximation, large deviations, error estimates for approximations

We now investigate time-averaging techniques for stochastic partial differential equations with slow and fast time scales. Averaged systems (i.e., effective systems) are derived, with the approximation error estimated via normal deviation techniques. Large deviation techniques further provide information about the effectiveness of the approximation. Moreover, averaging principles for partial differential equations with time-dependent random coefficients that are time-recurrent (e.g., periodic or quasiperiodic) are also briefly considered.

This chapter is arranged as follows. After reviewing several classical averaging results in §5.1, an averaging principle and a normal deviation principle for SPDEs with slow and fast time scales are established in §5.2 and §5.4, respectively. A specific example is considered in §5.6. Then large deviation principles are presented in §5.7. Moreover, an averaging principle for a partial differential equation with random coefficients is proved in §5.8. Finally, some remarks about stochastic climate modeling and singularly perturbed stochastic systems are presented in §5.9, and several open research issues are discussed in the final section.

5.1 Classical Results on Averaging

Highly oscillating components in a dynamical system may be “averaged out” under certain suitable conditions, from which an averaged, effective system emerges. Such an effective system is more amenable for analysis and simulation, and it governs the evolution of the original system over a long time scale.

5.1.1 Averaging in Finite Dimension

The idea of averaging appeared in the perturbation theory developed by Clairaut, Laplace, and Lagrange in the 18th century. Then various averaging schemes (Gauss, Fatou, Delone–Hill) were widely applied in celestial mechanics in the 19th century. These were mainly formal or ad hoc techniques. Krylov and Bogoliubov [200, Ch. 2] presented a rigorous averaging method for nonlinear oscillations that is now called the Krylov–Bogolyubov method. There are several versions of averaging principles, based on Krylov and Bogoliubov’s work, for systems with oscillating periodic
for forcings \cite{22, Ch. 6}, \cite{48, Ch. 5}, \cite{149, Ch. 5}, \cite{273, Ch. 2}, \cite{294}. These averaging principles are applicable to the following system in $\mathbb{R}^n$:

\[
(u^\epsilon)' = \epsilon F(u^\epsilon, \tau), \quad u(0) = u_0, \quad 0 \leq \epsilon \ll 1, \tag{5.1}
\]

where $(\cdot)' = \frac{d}{d\tau}(\cdot)$. The vector field $F$ is of $C^r$, $r \geq 2$ in all variables and $T_1$-periodic in $\tau$. By changing the time scale

\[ t = \epsilon \tau, \]

we transform (5.1) to

\[
\dot{u}^\epsilon = F(u^\epsilon, t/\epsilon), \quad u(0) = u_0, \tag{5.2}
\]

with $(\cdot)' = \frac{d}{dt}(\cdot)$. Define

\[
\bar{F}(u) = \frac{1}{T_1} \int_0^{T_1} F(u, t) \, dt
\]

and consider the averaged equation

\[
\dot{u} = \bar{F}(u), \quad \bar{u}(0) = u_0. \tag{5.3}
\]

A basic result on averaging \cite{48, Ch. 5}, \cite{273, Theorem 2.8.1} is the following theorem.

**Theorem 5.1.** For any $u_0 \in \mathbb{R}^n$,

\[
\|u^\epsilon(t) - u(t)\|_{\mathbb{R}^n} = O(\epsilon), \quad \epsilon \to 0, \quad 0 \leq t \leq T,
\]

for every fixed $T$.

In a more general setting, when $F(u, \tau)$ is not periodic in $\tau$, we make the assumption that the time average of the vector field $F$ asymptotically converges to a mean vector field $\bar{F}$:

\[
\frac{1}{T^*} \int_0^{T^*} F(u, t) \, dt \to \bar{F}(u), \quad T^* \to \infty, \tag{5.4}
\]

which is uniform in $u$ on every bounded set of $\mathbb{R}^n$. Such a vector field $F$ is called a KBM (Krylov, Bogoliubov, and Mitropolsky) vector field \cite[p. 69]{273}.

Note that (5.4) holds in the special case when $F(u, t)$ is periodic, quasiperiodic, or almost periodic in time $t$. Under the assumption (5.4), a similar averaging principle holds, but the convergence rate, which is related to the difference between $\bar{F}(u)$ and $F(u, t)$ on $[0, T]$, may not be $O(\epsilon)$ any more \cite[Ch. 4.3]{273}. Here we give a proof of Theorem 5.1 under the assumption that $F$ is a KBM vector field.

**Proof.** Let $U^\epsilon(t) = u^\epsilon(t) - u(t)$. Then

\[
U^\epsilon(t) = \int_0^t \left[ F(u^\epsilon(s), s/\epsilon) - \bar{F}(u(s))\right] ds,
\]
and
\[
\|U^\epsilon(t)\|_{\mathbb{R}^n} \leq \int_0^t \left\| F(u^\epsilon(s), s/\epsilon) - F(u(s), s/\epsilon) \right\|_{\mathbb{R}^n} ds + \epsilon \left\| \int_0^t \left[ F(u(s), s/\epsilon) - \bar{F}(u(s)) \right] ds \right\|_{\mathbb{R}^n}.
\]

By the assumption on $F$, for every $T > 0$ there is a positive constant $C_T$ such that
\[
\max_{0 \leq t \leq T} \|u^\epsilon(t)\|_{\mathbb{R}^n} \leq C_T. 
\]
Hence for every $T > 0$ there is a positive constant $L_T$ such that
\[
\|U^\epsilon(t)\|_{\mathbb{R}^n} \leq L_T \int_0^t \|u^\epsilon(s) - u(s)\|_{\mathbb{R}^n} ds + \epsilon \left\| \int_0^{t/\epsilon} \left[ F(u(\epsilon s), s) - F(u(\epsilon s)) \right] ds \right\|_{\mathbb{R}^n}.
\]

Define
\[
d(\epsilon) = \epsilon \sup_{\|u\| \leq C_T} \sup_{0 \leq t \leq T} \left\| \int_0^{t/\epsilon} [F(u, s) - \bar{F}(u)] ds \right\|_{\mathbb{R}^n}. \tag{5.5}
\]

Therefore, by the Gronwall inequality, we obtain the result. \qed

**Remark 5.2.** The function $d(\epsilon)$, defined in the above proof, is called the *order function* of $F$. Note that $d(\epsilon) \to 0$ as $\epsilon \to 0$ [273, Remark 4.3.2].

In the above averaging method, an essential point is the convergence of the time average of the oscillating component in a certain sense (5.4). We will see this convergence in different forms, which are the key assumptions in various averaging methods, such as (5.8), (5.14), (5.26) and (5.51) below.

Now we consider an application of the above averaging principle in the following example.

**Example 5.3.** Consider a scalar ordinary differential equation:
\[
\dot{u}^\epsilon = F(u^\epsilon, t/\epsilon) = 2u^\epsilon \sin^2 \frac{t}{2\epsilon}, \quad u^\epsilon(0) = u_0.
\]

Notice that here $F(u, t) = u(1 - \cos t)$. Then we have
\[
\bar{F}(u) = \frac{1}{2\pi} \int_0^{2\pi} u(1 - \cos t) dt = u,
\]
from which we have the following averaged equation:
\[
\dot{u} = u, \quad u(0) = u_0.
\]

Then, by Theorem 5.1, for every $T > 0$,
\[
\sup_{0 \leq t \leq T} |u^\epsilon(t) - u(t)| = O(\epsilon), \quad \epsilon \to 0.
\]
In some systems, the vector field in Equation (5.2) has both slow and fast components, and both components are fully coupled. Such a system is described as follows:

\[(\textbf{slow})\quad \dot{u}^\epsilon = f(u^\epsilon, v^\epsilon), \quad u^\epsilon(0) = u_0 \in \mathbb{R}^n,\]
\[(\textbf{fast})\quad \epsilon \dot{v}^\epsilon = g(u^\epsilon, v^\epsilon), \quad v^\epsilon(0) = v_0 \in \mathbb{R}^m.\]

Various physical problems that combine fast and slow motions are in this form, such as a Hamiltonian system in action-angle coordinates with small perturbation [22, Ch. 6.2] and a simple climate-weather model [172]. The fast part $v^\epsilon$ evolves on time scale $O(1/\epsilon)$, whereas the slow part $u^\epsilon$ evolves on time scale $O(1)$.

Suppose that both vector fields $f$ and $g$ are Lipschitz continuous and the fast part $v^\epsilon$ is mixing sufficiently so that a mean vector field $\bar{f}$ emerges: For every fixed $u \in \mathbb{R}^n$,
\[
\frac{1}{T^*} \int_0^{T^*} f(u, v^\epsilon(t))dt \to \bar{f}(u), \quad T^* \to \infty,
\]
which is uniform in $u$ on every bounded set of $\mathbb{R}^n$. Then $\bar{f}$ is also Lipschitz continuous. The condition (5.8) is in fact the same as (5.4) if we let $F(u, t) = f(u, v(t))$, with $v(t)$ the solution of (5.7) with fixed $u \in \mathbb{R}^n$ and $\epsilon = 1$. A simple case is that for every fixed $u \in \mathbb{R}^n$, the fast part has a unique exponentially stable equilibrium. Define the following averaged equation:
\[
\dot{u} = \bar{f}(u), \quad u(0) = u_0.
\]
We then have the following averaging principle due to Anosov [15].

**Theorem 5.4.** For every $u_0 \in \mathbb{R}^n$ and almost all $v_0 \in \mathbb{R}^m$,
\[
\lim_{\epsilon \to 0} \sup_{0 \leq t \leq T} \|u^\epsilon(t) - u(t)\|_{\mathbb{R}^n} = 0
\]
for every fixed $T > 0$.

This theorem will be seen as a special case of an averaging principle for the stochastic slow-fast system (5.11)–(5.12) below. Moreover, under the assumption (5.8), the slow-fast system (5.6)–(5.7) is in the form of (5.2). In fact, let us assume that, for every fixed $u \in \mathbb{R}^n$, the flow $\Phi_{v_0,u}^\epsilon(t)$ defined by the fast part $v^\epsilon$ is mixing enough such that (5.8) holds. This is equivalent to that the flow $\Phi_{v_0,u}^\epsilon(t)$ has a unique stable stationary measure $\mu_u$. Then, by an invariant manifold reduction [143, Ch. 4] from the slow-fast system (5.6)–(5.7), we have
\[
\dot{u}^\epsilon = f(u^\epsilon, \Phi_{v_0,u}^\epsilon(t)), \quad u^\epsilon(0) = u_0,
\]
which describes long time behavior of the slow-fast system (5.6)–(5.7). Furthermore, for every $\epsilon > 0$ by a time scale change $t \to \epsilon t$, $\Phi_{v_0,u}^\epsilon(t)$ has the same distribution as that of $\Phi_{v_0,u}(t/\epsilon)$. Thus we have
\[
\dot{u}^\epsilon = f(u^\epsilon, \Phi_{v_0,u}^1(t/\epsilon)) \triangleq F(u^\epsilon, t/\epsilon), \quad u^\epsilon(0) = u_0,
\]
which is exactly the form (5.2). Due to the mixing property, $\Phi^1_{v_0,u}(t)$ is independent of $v_0$ as $\epsilon \to 0$ for fixed $u$. Then, by the same discussion as for Theorem 5.1, we have Theorem 5.4.

There are various results for averaging of such slow-fast systems (5.6)–(5.7) under the ergodic assumption or other weaker conditions; see e.g., [23,65,189] and [217, Ch. 5].

**Remark 5.5.** We have just mentioned an invariant manifold reduction. In fact, for slow-fast systems, there is an interesting connection between averaging and slow manifold reduction, which will be discussed in Chapter 6.

Let us look at a simple example of slow-fast systems.

**Example 5.6.** Consider the following system of ODEs:

\[
\dot{u}^\epsilon = u^\epsilon - v^\epsilon, \quad u^\epsilon(0) = u_0 \in \mathbb{R}^1, \\
\dot{v}^\epsilon = -\frac{1}{\epsilon}[v^\epsilon - 2u^\epsilon], \quad v^\epsilon(0) = v_0 \in \mathbb{R}^1.
\]

By Theorem 5.4, there is an averaged equation

\[
\dot{u} = -u, \quad u(0) = u_0,
\]

and for every $T > 0$

\[
\sup_{0 \leq t \leq T} |u^\epsilon(t) - u(t)| \to 0, \quad \epsilon \to 0.
\]

In fact, for fixed $u \in \mathbb{R}^1$, the solution of the fast part is

\[
v^\epsilon(t) = e^{-\frac{1}{\epsilon}t}v_0 + 2u \frac{1}{\epsilon} \int_0^t e^{-\frac{1}{\epsilon}(t-s)}ds = e^{-\frac{1}{\epsilon}t}v_0 + 2u(1 - e^{-\frac{1}{\epsilon}t}).
\]

Then, for every $t > 0$, as $\epsilon \to 0$, $v^\epsilon(t) \to 2u$, which is independent of $v_0$. Formally, substituting this into the $u^\epsilon$ equation, we obtain the averaged Equation (5.10).

Krylov and Bogoliubov type averaging is also developed for randomly perturbed nonlinear systems, described by stochastic ordinary differential equations with slow and fast time scales e.g., [134, Ch. 7.9], [181,186], [278, Ch. II.3], and [321, Ch. 3]:

\[
du^\epsilon(t) = f(u^\epsilon(t), v^\epsilon(t))dt + \sigma_1(u^\epsilon(t), v^\epsilon(t))dw_1(t),
\]

\[
\epsilon dv^\epsilon(t) = g(u^\epsilon(t), v^\epsilon(t))dt + \sqrt{\epsilon}\sigma_2(u^\epsilon(t), v^\epsilon(t))dw_2(t),
\]

\[
u^\epsilon(0) = u \in \mathbb{R}^n, \quad v^\epsilon(0) = v \in \mathbb{R}^m,
\]

where $w_1(t)$ and $w_2(t)$ are independent standard Brownian motions in $\mathbb{R}^k$ and $\mathbb{R}^l$, respectively. Suppose that the nonlinearity $f : \mathbb{R}^{n+m} \to \mathbb{R}^n$ and the matrix valued function $\sigma_1 : \mathbb{R}^{n+m} \to \mathbb{R}^{n \times k}$ are Lipschitz continuous and uniformly bounded in $v \in \mathbb{R}^m$. Furthermore, suppose that the nonlinearity $g : \mathbb{R}^{n+m} \to \mathbb{R}^m$ and the matrix valued function $\sigma_2 : \mathbb{R}^{n+m} \to \mathbb{R}^{m \times l}$ are also Lipschitz continuous in $(u, v)$.

The strength of noise in the fast equation is chosen to be $\sqrt{\epsilon}$ to balance the stochastic force and the deterministic force. In fact, for the noise strength $\epsilon^\alpha$, there are three cases:
1. $\alpha > 1/2$: Deterministic force overwhelms stochastic force.
2. $\alpha < 1/2$: Stochastic force overwhelms deterministic force.
3. $\alpha = 1/2$: There is a balance between stochastic force and deterministic force, which is also the condition for the existence of an $\epsilon$ independent invariant measure. This can be seen from the generator (see (5.16) below) of the diffusion process defined by the fast Equation (5.12).

The above fact can also be seen by a time scale change, $\tau = t/\epsilon$. In fact, under the new time $\tau$, the fast equation is

$$
\frac{dv}{d\tau} = g(u, v)d\tau + \epsilon^{\alpha-1/2}\sigma_2(u, v)d\tilde{w}_2(\tau),
$$

where $\tilde{w}_2(\tau) = w_2(\epsilon \tau)/\sqrt{\epsilon}$ has the same distribution as that of $w_2(\tau)$.

Now, we assume that the fast part (5.12) with frozen $u \in \mathbb{R}^n$ has a unique stationary solution $\tilde{v}$ with distribution $\mu$ such that the following ergodic theorem [19, p. 538] holds: For $\tilde{f}(u) \triangleq \int_{\mathbb{R}^m} f(u, v)\mu(dv)$,

$$
\lim_{T \to \infty} \frac{1}{T} \int_0^T f(u, v(t))dt = \tilde{f}(u),
$$

(5.14)

uniformly in $u$ on bounded sets. Note that $\tilde{f}$ is also Lipschitz continuous. Then we have the following averaging principle for the stochastic slow-fast system (5.11)–(5.12). See [134, Ch. 7.9], [186], and [278, Ch. II.3] for more details.

**Theorem 5.7.** For every $T > 0$, the slow motion $u^\epsilon$ converges in distribution in the space $C(0, T; \mathbb{R}^n)$ to an averaged effective motion $\bar{u}$, which solves

$$
d\bar{u}(t) = \tilde{f}(\bar{u})dt + \tilde{\sigma}_1(\bar{u})d\tilde{w}_1(t), \quad \bar{u}(0) = u_0,
$$

where $\tilde{\sigma}_1$ is the square root of the nonnegative matrix

$$
\int_{\mathbb{R}^m} \sigma_1(u, v)\sigma_1^T(u, v)\mu(dv),
$$

in which $^T$ denotes transpose of a matrix.

We present a heuristic argument for the proof of the above theorem via multiscale expansion [252, Ch. 17].

**Outline of the Proof of Theorem 5.7**

For a bounded continuous function $\varphi$ on $\mathbb{R}^n$, let $p^\epsilon(t, u, v) \triangleq \mathbb{E}\varphi(u^\epsilon(t))$. Then $p^\epsilon$ satisfies the Fokker–Planker equation

$$
\frac{\partial p^\epsilon}{\partial t} = \left[ \frac{1}{\epsilon}L_2 + L_1 \right] p^\epsilon, \quad p^\epsilon(0, u, v) = \varphi(u),
$$

(5.15)
where
\[
L_2 = \frac{1}{2} \sigma_2(u^e, v^e) \sigma_2^T(u^e, v^e) \partial_{vv} + g(u^e, v^e) \partial_v, \tag{5.16}
\]
\[
L_1 = \frac{1}{2} \sigma_1(u^e, v^e) \sigma_1^T(u^e, v^e) \partial_{uu} + f(u^e, v^e) \partial_u. \tag{5.17}
\]

By the assumption on fast part, for any fixed \(u^e = u\) the operator \(L_2\) has a unique invariant measure denoted by \(\mu_u\). Define a projection onto null\((L_2)\), the null space of \(L_2\), by
\[
P \varphi(u) \triangleq \int_{\mathbb{R}^m} \varphi(u, v) \mu_u(dv).
\]

Formally, we assume that \(p^\epsilon\) has the following expansion:
\[
p^\epsilon = p_0 + \epsilon p_1 + \epsilon^2 p_2 + \cdots
\]

Inserting this expansion into (5.15) and equating coefficients of equal powers of \(\epsilon\) yields
\[
L_2 p_0 = 0, \quad \frac{\partial p_0}{\partial t} = L_2 p_1 + L_1 p_0, \quad \cdots
\]

By the first equation and the fact that initial value \(\varphi\) is independent of \(v\), we have \(P p_0 = p_0\). Moreover, from the second equation, we have the following orthogonality property
\[
\left( \frac{\partial p_0}{\partial t} - L_1 p_0 \right) \perp \text{null}(L_2).
\]

That is, acting with \(P\) on both sides of the second equation yields
\[
\frac{\partial p_0}{\partial t} = PL_1 p_0 = \overline{L}_1 p_0, \quad p_0(0) = \varphi, \tag{5.18}
\]

where
\[
\overline{L}_1 = \frac{1}{2} \sigma_1 \sigma_1^T(u) \partial_{uu} + \bar{f}(u) \partial_u,
\]

with
\[
\sigma_1 \sigma_1^T(u) \triangleq \int_{\mathbb{R}^m} \sigma_1(u, v) \sigma_1^T(u, v) \mu_u(dv), \quad \text{and} \quad \bar{f}(u) \triangleq \int_{\mathbb{R}^m} f(u, v) \mu_u(dv).
\]

Let \(q^\epsilon = p^\epsilon - p_0\). Then
\[
\frac{\partial q^\epsilon}{\partial t} = \epsilon L_1 p_1 + \text{high order term of } \epsilon.
\]
Thus \( p^\epsilon - p_0 = O(\epsilon) \), provided that \( p_0 \) and \( p_1 \) are bounded. Notice that (5.18) is in fact the Fokker–Planker equation associated with the following stochastic differential equation

\[
du(t) = \tilde{f}(u)dt + \tilde{\sigma}_1(u)dw_1(t).
\]

This yields the result.

For a rigorous proof, we need some \textit{a priori} estimates on \( p^\epsilon, p_0, \) and \( p_1 \), which can be guaranteed by, for example, smoothness of \( f \) and some strong mixing property of the fast part \([246, \text{Sec. 3}]\). The multiscale expansion method is expected to be applicable to SPDEs; however, the corresponding Fokker–Planker \textit{Equation (5.15)}), which is a PDE defined in infinite dimensional space, is difficult to solve. Some classical methods for deterministic slow-fast PDEs may be generalized to SPDEs.

We apply \textbf{Theorem 5.7} to a stochastic version of \textbf{Example 5.6}.

\textbf{Example 5.8.} Consider the following slow-fast system of SODEs:

\[
\begin{align*}
\dot{u}^\epsilon &= u^\epsilon - v^\epsilon, \quad u^\epsilon(0) = u_0 \in \mathbb{R}^1, \\
\dot{v}^\epsilon &= \frac{1}{\epsilon}[-v^\epsilon + 2u^\epsilon]dt + \frac{1}{\sqrt{\epsilon}}dW(t), \quad v^\epsilon(0) = v_0 \in \mathbb{R}^1,
\end{align*}
\]

where \( W(t) \) is a standard scalar Wiener process. Then by \textbf{Theorem 5.7} we have the following averaged equation:

\[
\dot{u} = -u, \quad u(0) = u_0,
\]

which is the same as that of the deterministic case (\textbf{Example 5.6}). However, \( u^\epsilon \) indeed behaves randomly due to the stochastic fast part \( v^\epsilon \). So, the averaged equation is not a good approximation for small \( \epsilon > 0 \). The deviation \( u^\epsilon - u \) needs to be examined for more effective approximations.

\textbf{Remark 5.9.} We note that averaging for slow-fast SODEs is also related to that of differential equations with random oscillating coefficients in the following form:

\[
\dot{u}^\epsilon = F(u^\epsilon, t/\epsilon), \quad u^\epsilon(0) = u_0.
\]  

(5.19)

In fact, the slow-fast SODE (5.11)–(5.12) with \( \sigma_1 = 0 \) can be reduced onto a random slow manifold under some appropriate assumptions. Similar results for SPDEs will be discussed in \textbf{Section 6.5}.

To obtain a more “effective” equation than the one provided by \textbf{Theorem 5.7}, it is necessary to take the error made in the averaging approach into account. That is, we consider the normalized deviation

\[
\frac{1}{\sqrt{\epsilon}}(u^\epsilon - u),
\]

which converges in distribution to a Gaussian process under appropriate conditions \([181]\). This is in fact a result of central limit theorem type, as seen in the following
averaging result for random differential equations. This actually is a finite dimensional version of Theorem 5.34 for slow-fast SPDEs.

We now present an averaging principle for systems with random fast oscillating coefficients. This also provides a method to derive a normalized deviation estimate. We consider the following simple equation:

\[ \dot{u}^\epsilon(t) = \frac{1}{\sqrt{\epsilon}} \eta(t/\epsilon), \quad u^\epsilon(0) = u_0 \in \mathbb{R}, \quad (5.20) \]

where \( \eta(t) \) is a stationary process with every order of finite moment, \( \mathbb{E}\eta(t) = 0 \) and further satisfies the following strong mixing condition:

**(SM)** Let \( \mathcal{F}_s^t = \sigma\{\eta(\tau) : s \leq \tau \leq t\} \) and

\[ \alpha(t) = \sup_{s \geq 0} \sup_{A \in \mathcal{F}_s^t, B \in \mathcal{F}_s^\infty} |\mathbb{P}(AB) - \mathbb{P}(A)\mathbb{P}(B)|. \]

Then

\[ \int_0^\infty \alpha^{1/4}(t)dt < \infty. \]

**Remark 5.10.** An example for \( \eta(t/\epsilon) \) is the stationary solution of the following Langevin equation:

\[ d\eta = -\lambda \eta \, dt + dw(t), \]

where \( \lambda > 0 \) and \( w(t) \) is a standard scalar Brownian motion.

Then we have the following averaging principle.

**Theorem 5.11.** Assume that the strong mixing condition (SM) holds. Then, the solution \( u^\epsilon \) of random Equation (5.20) converges in distribution to \( u \) that solves the following stochastic differential equation:

\[ du = \sqrt{A} \, dW(t), \quad u(0) = u_0, \quad (5.21) \]

where \( W(t) \) is a standard scalar Brownian motion and

\[ A = 2 \mathbb{E} \int_0^\infty \eta(0)\eta(t)dt. \]

**Remark 5.12.** The above result is classical [246, Sec. 3], [278, Ch. II.1]. The basic idea of proof will also be used to estimate the deviation between averaged equation and original equation.

To study the limit of \( u^\epsilon \), we first need the tightness of \( u^\epsilon \) in \( C[0, T] \) for every \( T > 0 \). For this, we recall the following results on mixing stationary processes [183, Lemma 1 and Lemma 2].
Lemma 5.13. Let $\xi_1(t/\epsilon)$ be a $F^t_{t/\epsilon}$ measurable process such that $E\xi_1(t/\epsilon) = 0$. Also let $\xi_2(s/\epsilon)$ be a $F^s_{s/\epsilon}$ measurable process. Then, for $p, q, r \geq 1$ with $1/p + 1/q + 1/r = 1$,

$$|E\{\xi_1(t/\epsilon)\xi_2(s/\epsilon)\} | \leq C \left( E|\xi_1(t/\epsilon)|^p \right)^{1/p} \left( E|\xi_2(s/\epsilon)|^q \right)^{1/q} \alpha \left( \frac{t-s}{\epsilon} \right)^{1/r}.$$ 

Lemma 5.14. Let $\xi(s/\epsilon)$ be $F^s_{s/\epsilon}$ measurable, $\xi_1(t/\epsilon)$ be $F^t_{t/\epsilon}$ measurable, and $\xi_2(\tau/\epsilon)$ be $F^{\tau}_{\tau/\epsilon}$ measurable, for $\tau > t > s$. Assume further that $E\xi_2(\tau/\epsilon) = 0$, and set

$$H(t/\epsilon, \tau/\epsilon) := E[\xi_1(t/\epsilon)\xi_2(\tau/\epsilon)].$$

Then

$$|E\{\xi(s/\epsilon)[\xi_1(t/\epsilon)\xi_2(\tau/\epsilon) - H(t/\epsilon, \tau/\epsilon)]\}| \leq C \left( E|\xi(s/\epsilon)|^8 \right)^{1/8} \left( E|\xi_1(t/\epsilon)|^8 \right)^{1/8} \left( E|\xi(\tau/\epsilon)|^8 \right)^{1/8} \times \left[ \alpha \left( \frac{t-s}{\epsilon} \right) \alpha \left( \frac{\tau-t}{\epsilon} \right) \right]^{1/8}.$$ 

Proof of Theorem 5.11

For every $T > 0$, denote by $\mu^\epsilon$ the distribution associated with $u^\epsilon$ in $C[0, T]$. We first show that $\{\mu^\epsilon\}_{0 < \epsilon \leq 1}$ is tight. In fact,

$$u^\epsilon(t) = u_0 + \frac{1}{\sqrt{\epsilon}} \int_0^t \eta(s/\epsilon) ds, \quad 0 \leq t \leq T,$$

and we prove that $u^\epsilon$ is uniformly bounded in $C^\gamma[0, T]$ for some $0 < \gamma < 1$. Note that for $0 < \alpha < 1$,

$$\frac{1}{\sqrt{\epsilon}} \int_0^t \eta(s/\epsilon) ds = \frac{\sin \pi \alpha}{\pi \sqrt{\epsilon}} \int_0^\pi \int_s^t (t - s)^{\alpha-1} (\sigma - s)^{-\alpha} d\sigma \eta(s/\epsilon) ds. \quad (5.22)$$

Here we have used the following equality:

$$\int_s^t (t - s)^{\alpha-1} (\sigma - s)^{-\alpha} d\sigma = \frac{\pi}{\sin \pi \alpha},$$

which is related to the so-called factorization method. By the stochastic Fubini theorem ([94], p. 109) we rewrite (5.22) as

$$\frac{1}{\sqrt{\epsilon}} \int_0^t \eta(s/\epsilon) ds = \int_0^t (t - s)^{\alpha-1} Y^\epsilon(s) ds,$$

where

$$Y^\epsilon(s) := \frac{1}{\sqrt{\epsilon}} \int_s^0 (s - r)^{-\alpha} \eta(r/\epsilon) dr.$$
Then, by the Hölder inequality, there is a positive constant $C_{T,1}$ such that
\[
\sup_{0 \leq t \leq T} |u^\varepsilon(t)|^2 \leq C_{T,1} \int_0^T |Y^\varepsilon(s)|^2 ds.
\]

Notice that, by Lemma 5.13 and the assumption on $\eta$, there is a $C_{T,2} > 0$ such that, for $0 \leq s \leq T$,
\[
E|Y^\varepsilon(s)|^2 = \frac{2}{\varepsilon} \left| \int_0^s \int_\tau^s (s-r)^{-\alpha} (s-\tau)^{-\alpha} \eta(r/\varepsilon) \eta(\tau/\varepsilon) dr d\tau \right|
\leq \frac{C}{\varepsilon} \int_0^s \int_\tau^s (s-r)^{-\alpha} (s-\tau)^{-\alpha} \alpha^{1/4} ((r-\tau)/\varepsilon) dr d\tau
\leq C_{T,2}.
\]

Thus we have, for some positive constant $C_T$,
\[
E \sup_{0 \leq t \leq T} |u^\varepsilon(t)|^2 \leq C_T. \tag{5.23}
\]

Moreover, for $s, t$ satisfying $0 \leq s < t \leq T$,
\[
E|u^\varepsilon(t) - u^\varepsilon(s)|^2 = \frac{2}{\varepsilon} E \int_s^t \int_\tau^s \eta(\tau/\varepsilon) \eta(\sigma/\varepsilon) d\sigma d\tau,
\]
by Lemma 5.13. Thus for some $0 < \gamma < 1$,
\[
E|u^\varepsilon(t) - u^\varepsilon(s)|^2 \leq C_T |t - s|^{\gamma},
\]
which implies the tightness of $\{\mu^\varepsilon\}_{0<\varepsilon \leq 1}$ with (5.23). Then there is a sequence $\{\varepsilon_n\}_{n=1}^\infty$ such that $\varepsilon_n \to 0$, $n \to \infty$, and $u^{\varepsilon_n}$ converges in distribution to some $u$ in $C[0, T]$. Denote by $P$ the limit of $\mu^{\varepsilon_n}$. We follow a martingale approach [183] to show that for every $\varphi \in C^\infty_0(\mathbb{R})$,
\[
\varphi(u(t)) - \varphi(u_0) - \frac{1}{2} \int_0^t A\varphi(u(\tau)) d\tau, \quad 0 \leq t \leq T,
\]
is a $P$-martingale on $C(0, T; \mathbb{R})$ with
\[
A = 2E \int_0^\infty \eta(0) \eta(t) dt.
\]

To this end, we just prove that for each $F^s_0$-measurable bounded continuous function $\Phi : \mathbb{R} \to \mathbb{R}$, the following equality holds:
\[
E[\varphi(u(t)) \Phi] - E[\varphi(u(s)) \Phi] = E \left[ \frac{1}{2} \int_s^t A\varphi(u(\tau)) d\tau \Phi \right]. \tag{5.24}
\]
In fact, for every \( \varphi \in C^\infty_0(\mathbb{R}) \),

\[
\varphi(u^\epsilon(t)) - \varphi(u^\epsilon(s)) = \frac{1}{\sqrt{\epsilon}} \int_s^t \varphi'(u^\epsilon(\tau))\eta(\tau/\epsilon) d\tau = \frac{1}{\sqrt{\epsilon}} \int_s^t \varphi'(u^\epsilon(s))\eta(\tau/\epsilon) d\tau + \frac{1}{\sqrt{\epsilon}} \int_s^t (\varphi'(u^\epsilon(\tau)) - \varphi'(u^\epsilon(s)))\eta(\tau/\epsilon) d\tau
\]

\[
= \frac{1}{\sqrt{\epsilon}} \int_s^t \varphi'(u^\epsilon(s))\eta(\tau/\epsilon) d\tau + \frac{1}{\epsilon} \int_s^t \int_\tau^\tau \varphi''(u^\epsilon(\sigma))\eta(\sigma/\epsilon)\eta(\tau/\epsilon) d\sigma d\tau.
\]

Notice that \( \eta(\tau/\epsilon) \) is \( \mathcal{F}^\infty_{\tau/\epsilon} \)-measurable and \( \varphi'(u^\epsilon(s))\Phi \) is \( \mathcal{F}_{0/\epsilon}^s \)-measurable. By Lemma 5.13 with \( r = 2 \),

\[
\frac{1}{\sqrt{\epsilon}} \mathbb{E} \int_s^t \varphi'(u^\epsilon(s))\eta(\tau/\epsilon) \Phi d\tau = O(\epsilon).
\]

Furthermore, define

\[
H(\tau/\epsilon, \sigma/\epsilon) \triangleq \eta(\sigma/\epsilon)\eta(\tau/\epsilon),
\]

\[
\tilde{H}(\tau/\epsilon, \sigma/\epsilon) \triangleq \mathbb{E}\eta(\sigma/\epsilon)\eta(\tau/\epsilon),
\]

and

\[
\hat{H} \triangleq H - \tilde{H}.
\]

Then,

\[
\frac{1}{\epsilon} \mathbb{E} \int_s^t \int_\tau^\tau \varphi''(u^\epsilon(\sigma))\eta(\sigma/\epsilon)\eta(\tau/\epsilon) \Phi d\sigma d\tau = \frac{1}{\epsilon} \mathbb{E} \int_s^t \int_\tau^\tau \varphi''(u^\epsilon(\sigma))\tilde{H}(\tau/\epsilon, \sigma/\epsilon) \Phi d\sigma d\tau + \frac{1}{\epsilon} \mathbb{E} \int_s^t \int_\tau^\tau \varphi''(u^\epsilon(\sigma))\hat{H}(\tau/\epsilon, \sigma/\epsilon) \Phi d\sigma d\tau \triangleq I_1 + I_2.
\]

By changing the order of integration and noticing the assumption on \( \eta \), we have

\[
\lim_{\epsilon \to 0} I_1 = \lim_{\epsilon \to 0} \frac{1}{\epsilon} \int_s^t \mathbb{E}[\varphi''(u^\epsilon(\sigma))\Phi] \int_{\sigma/\epsilon}^{t/\epsilon} \mathbb{E}\eta(\sigma/\epsilon)\eta(\lambda/\epsilon) d\lambda d\sigma
\]

\[
= \lim_{\epsilon \to 0} \int_s^t \mathbb{E}[\varphi''(u^\epsilon(\sigma))\Phi] \left[ \int_0^{t/\epsilon} \mathbb{E}\eta(0)\eta(\lambda) d\lambda + \int_{t/\epsilon}^{\infty} \mathbb{E}\eta(0)\eta(\lambda) d\lambda \right] d\sigma
\]
\[= \int_s^t \mathbb{E}[\varphi''(u(\sigma)) \Phi] \int_0^\infty \mathbb{E} \eta(0) \eta(\lambda) d\lambda\]

\[= \mathbb{E} \int_s^t \left[ \frac{1}{2} \Lambda \varphi''(u(\sigma)) \Phi \right].\]

By integration by parts and using Lemma 5.14, we conclude that

\[\lim_{\epsilon \to 0} I_2 = \lim_{\epsilon \to 0} \frac{1}{\epsilon} \mathbb{E} \int_s^t \int_0^\tau \int_0^\sigma \varphi''(u_\epsilon(\lambda)) \tilde{H}(\tau/\epsilon, \sigma/\epsilon) \eta(\lambda/\epsilon) d\lambda d\sigma d\tau = 0.\]

Thus, combining the above discussions, we have (5.24). Finally, by the uniqueness of solutions and Theorem 4.26, the limit of \(v_\epsilon\), still denoted by \(P\), is unique and solves the martingale problem related to the SDE (5.21). This completes the proof. \(\square\)

As an application of Theorem 5.11, we consider the following example.

**Example 5.15.** Suppose that \(\eta(t)\) is defined as in Remark 5.10 with \(\lambda = \frac{1}{2}\), that is, it is the stationary solution of the following SDE:

\[d\eta = -\eta \, dt + dw(t).\]

Then \(u_\epsilon\), the solution of

\[\dot{u}_\epsilon = \frac{1}{\sqrt{\epsilon}} \eta(t/\epsilon), \quad u_\epsilon(0) = u_0,\]

converges in distribution to \(u\) that solves

\[du = dW(t), \quad u(0) = u_0,\]

where \(W(t)\) is a standard scalar Wiener process. This example also shows that

\[\frac{1}{\epsilon} \int_0^t \exp \left\{ \frac{t - s}{\epsilon} \right\} dw(s)\]

behaves like white noise in the sense of distribution for small \(\epsilon > 0\).

### 5.1.2 Averaging in Infinite Dimension

Averaging for weakly nonlinear partial differential equations has been investigated by many authors e.g., [148]. So far, there is no complete theory in this field, and some significant problems are to be solved. Here we only consider an averaging problem for some PDEs with highly oscillating forcing terms.

Let \(H = L^2(0, l)\), a separable Hilbert space with the usual norm \(\| \cdot \|\) and scalar product \(\langle \cdot, \cdot \rangle\). Consider the following parabolic partial differential equation on interval \((0, l)\) with zero Dirichlet boundary condition

\[u_\epsilon^t = u_{xx}^\epsilon + F(u_\epsilon^\epsilon, t/\epsilon), \quad u_\epsilon^\epsilon(0) = u_0 \in H,\]  

(5.25)
where $F(u, t) : \mathbb{R} \times \mathbb{R} \to \mathbb{R}$ is continuous, with bounded Fréchet derivative, i.e., $|F'_u| \leq L_F$ for some positive constant $L_F$. Moreover, assume that
\[
\lim_{T \to \infty} \frac{1}{T} \int_0^T F(u, t) dt = \bar{F}(u),
\]
which is uniform for $u$ in every bounded set of $H$ for some function $\bar{F}$. By these assumptions, both $F$ and $\bar{F}$ are Lipschitz continuous in $u$. Define the following averaged equation:
\[
u_t = \nu_{xx} + \bar{F}(u), \quad \nu(0) = u_0.
\]
Then we have the following averaging principle.

**Theorem 5.16.** For every $T > 0$, the unique solution $u^\epsilon$ of PDE (5.25) converges in $C(0, T; H)$ to the unique solution $u$ of PDE (5.27), as $\epsilon \to 0$.

**Proof.** First, note that basic *apriori* estimates yield that $\{u^\epsilon\}$ is compact in $C(0, T; H)$ and there is positive constant $C_T$ such that
\[
\|u^\epsilon(t)\| \leq C_T, \quad 0 \leq t \leq T.
\]
Then, in order to determine the limit of $u^\epsilon$ as $\epsilon \to 0$, we consider the limit of $\langle u^\epsilon, \varphi \rangle$ for every $\varphi \in C_0^\infty(0, L)$. That is, we examine the weak limit of $u^\epsilon$. Note that
\[
\langle u^\epsilon(t), \varphi \rangle = \langle u_0, \varphi \rangle + \int_0^t \langle u^\epsilon(s), \varphi_{xx} \rangle ds + \left\langle \int_0^t \bar{F}(u^\epsilon(s)), \varphi \right\rangle ds
\]
\[+ \left\langle \int_0^t \left[ F(u^\epsilon(s), s/\epsilon) - \bar{F}(u^\epsilon(s)) \right] ds, \varphi \right\rangle.
\]
Denote by $R^\epsilon(t)$ the final term of the above equation. We next prove that
\[
\lim_{\epsilon \to 0} R^\epsilon(t) = 0, \quad 0 \leq t \leq T.
\]
In fact,
\[
R^\epsilon(t) = \left\langle \int_0^{t/\epsilon} \left[ F(u^\epsilon(s), s/\epsilon) - \bar{F}(u^\epsilon(s)) \right] ds, \varphi \right\rangle
\]
\[= \left\langle \epsilon \int_0^{t/\epsilon} \left[ F(u^\epsilon(\epsilon s), s) - \bar{F}(u^\epsilon(\epsilon s)) \right] ds, \varphi \right\rangle
\]
\[\leq \delta(\epsilon) \|\varphi\|,
\]
where
\[
\delta(\epsilon) = \sup_{\|u\| \leq C_T} \sup_{0 \leq t < T} \epsilon \left\| \int_0^{t/\epsilon} \left[ F(u^\epsilon(s), s) - \bar{F}(u^\epsilon(s)) \right] ds \right\|.
\]
By the assumption (5.26) we have $\delta(\epsilon) \to 0$ as $\epsilon \to 0$. Thus, by the well-posedness of (5.27), we complete the proof. \qed
In this averaging principle for an infinite dimensional system, we have used the compactness of the solutions \( u^\epsilon \) in \( C(0, T; H) \) and obtained the averaged equation by determining a weak limit of \( u^\epsilon \). This is different from that of averaging for finite dimensional systems in Theorem 5.1. This will also be an important step in averaging for SPDEs.

In Theorem 5.16 the convergence is of \( o(1) \) as \( \epsilon \to 0 \). In fact, by the proof of Theorem 5.16, similar to that of Theorem 5.1, the convergence rate depends on \( \delta(\epsilon) \), the difference between \( F(u, t/\epsilon) \) and \( \bar{F} \) in the sense of averaging.

Averaged equations also describe long time dynamics of the systems with fast oscillating forces. For example, consider the following two-dimensional nonautonomous Navier–Stokes equation with an oscillating force

\[
\begin{align*}
\partial_t u &= \nabla^2 u + u \cdot \nabla u + g_0(x) + g_1(x, t/\epsilon) \\
&\text{on } D,
\end{align*}
\]

with the zero Dirichlet boundary condition on a bounded domain \( D \). Here \( g_1(x, t) \) is \( T \)-periodic in \( t \) and smooth enough in \( x \). A global attractor \( \mathcal{A}^\epsilon \) is constructed in \( L^2(D) \) and the limit is proved to be the global attractor \( \mathcal{A}^0 \) for the following averaged equation [74]:

\[
\begin{align*}
\partial_t u &= \nabla^2 u + u \cdot \nabla u + g_0(x) + \bar{g}_1(x) \\
&\text{on } D,
\end{align*}
\]

with \( \bar{g}_1 = \frac{1}{T} \int_0^T g_1(x, t) dt \). Similar results also hold for more general force \( g_1(x, t, t/\epsilon) \), as seen in, e.g., [74].

**Remark 5.17.** To derive an averaged, effective system for a system with highly oscillating forcing, an essential issue is the convergence rate in \( \epsilon \) of

\[
\sup_{0 \leq t \leq T} \epsilon \left[ \int_0^{t/\epsilon} F(u, s) ds - \bar{F}(u) \right] \tag{5.29}
\]

on bounded set of \( u \). This is sometimes called a generalized order function of \( F \) (see (5.5) and (5.28)). Different forms of (5.29), for example, (5.8) and (5.14), are used for slow-fast ODEs and SODEs.

### 5.2 An Averaging Principle for Slow-Fast SPDEs

Now consider a stochastic system in Hilbert space \( H \) with both slow and fast parts, that is, the following system of SPDEs:

\[
\begin{align*}
\partial \epsilon u^\epsilon &= [Au^\epsilon + f(u^\epsilon, v^\epsilon)] dt + \sigma_1 dW_1(t), \\
\partial \epsilon v^\epsilon &= [Av^\epsilon + g(u^\epsilon, v^\epsilon)] dt + \sqrt{\epsilon} \sigma_2 dW_2(t),
\end{align*}
\]

where \( A \) is a negative definite unbounded operator and \( W_1, W_2 \) are independent Wiener processes with trace class covariance operators \( Q_1 \) and \( Q_2 \), respectively. Such a system may model, for example, a thermoelastic phenomenon in a random medium [77] or vibrating strings connected in parallel with various boundary conditions [240].
Here $\sqrt{\epsilon}$ is chosen to balance the stochastic and deterministic forces. Now, for small $\epsilon > 0$, by the classical averaging result for SODEs (Theorem 5.7), the following averaged equation:

$$du = [Au + \bar{f}(u)]dt + \sigma_1 dW_1(t)$$

is expected. We call this the averaging principle for slow-fast SPDEs. Similar to averaging for deterministic systems in infinite dimensions, estimates for solutions are important in the averaging, and estimation on the generalized order function (5.29) is also a key step. To improve the averaging principle, we consider the deviation, which describes the fluctuation (or “error”) of the original slow-fast system from the averaged system.

To demonstrate the method of averaging for slow-fast SPDEs, we consider a specific case where $A$ is the second-order Laplace operator $\Delta = \partial_{xx}$ with zero Dirichlet boundary conditions on a bounded interval. In fact, let $D$ be an open-bounded interval and let $H = L^2(D)$ be the Lebesgue space of square integrable functions on $D$. Denote by $0 < \lambda_1 \leq \lambda_2 \leq \cdots$ the eigenvalues of $-\partial_{xx} = -\Delta$ on $D$ with zero Dirichlet boundary conditions, together with the corresponding eigenfunctions $\{e_i\}$, which form an orthonormal basis of $H$. Consider the following specific slow-fast SPDE system:

$$du^\epsilon = \left[\Delta u^\epsilon + f(u^\epsilon, v^\epsilon)\right]dt + \sigma_1 dW_1(t), \quad u^\epsilon(0) = u_0 \in L^2(D), \quad (5.33)$$

$$dv^\epsilon = \frac{1}{\epsilon}\left[\Delta v^\epsilon + g(u^\epsilon, v^\epsilon)\right]dt + \frac{\sigma_2}{\sqrt{\epsilon}} dW_2(t), \quad v^\epsilon(0) = v_0 \in L^2(D), \quad (5.34)$$

with zero Dirichlet boundary conditions on $D$ and $\epsilon$ a small positive parameter. Here, $W_1$ and $W_2$ are mutually independent Wiener processes, taking values in $H = L^2(D)$ and defined on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ with trace class covariance operators $Q_1$ and $Q_2$, respectively. Also, $\sigma_1$ and $\sigma_2$ may depend on $u^\epsilon$ and $v^\epsilon$. Typically, we assume that:

1. $f(u, v) : H \times H \to H$ is Lipschitz continuous in both variables $u$ and $v$ with Lipschitz constant $C_f$ and $|f(u, v)| \leq C_f (|u| + |v| + 1)$.
2. $g(u, v) : H \times H \to H$ is Lipschitz continuous in both variables $u$ and $v$ with Lipschitz constant $C_g$ and $|g(u, v)| \leq C_g (|u| + |v| + 1)$.
3. $C_g < \lambda_1$.
4. $W_1$ and $W_2$ are $H$-valued Wiener processes with covariance operators $Q_1$ and $Q_2$, respectively. Moreover, $\text{Tr}((-A)^{1/2} Q_1) < \infty$, and $\text{Tr}(Q_2) < \infty$.

Remark 5.18. In the following, to be more specific, we only consider the case when $\sigma_1$ and $\sigma_2$ are constants. But the approach is valid for more general nonlinearity if some a priori estimates for solutions in a “good” Sobolev space, for example, $H^1_0(D)$, are available. This includes the case of, for example, polynomial nonlinearity:

$$f(u, v) = \sum_{k=0}^{2n-1} a_k u^k + bv,$$

with $a_{2n-1} < 0$ and $\sigma_1$, $\sigma_2$ being Lipschitz continuous in $u^\epsilon$ and $v^\epsilon$. In fact, the nonlinearity $f$ is locally Lipschitz continuous from $H$ to $H^{-\beta}$ with $-1/2 \leq \beta \leq -1/4$. So,
we should restrict \( u^\varepsilon \) to a bounded set of a smaller space, for example, \( H^1_0(D) \), with a large probability such that \( f \) is bounded and Lipschitz continuous on the bounded set; see Section 5.4. A cubic nonlinearity case with additive noise has been discussed by Wang and Roberts [301]. The case of \( \sigma_1 \) dependent only on \( v^\varepsilon \) is considered by Cerrai [68]. Recent work by Fu and Duan [138] also provides an averaged result for SPDEs with two time scales. Ren et al. [263] have considered extracting effective dynamics for a coupled microscopic-macroscopic stochastic system. See also [67,69,164] for more results on related issues.

**Remark 5.19.** The assumptions (H2) and (H3) ensure the existence of a unique stationary solution, which is strongly mixing with exponential decay rate, to the fast equation (5.34) with fixed \( u^\varepsilon \). Another assumption is that there is a Lipschitz continuous mapping \( \bar{f} : H \rightarrow H \) such that

\[
\mathbb{E} \left\| \frac{1}{T} \int_t^{t+T} f(u, v^\varepsilon, u(s)) ds - \bar{f}(u) \right\| \leq \alpha(T)(1 + \|u\| + \|v_0\|),
\]

with \( \alpha(T) \rightarrow 0, T \rightarrow \infty \) and \( v^\varepsilon, u \) being the solution to the fast Equation (5.34) with fixed \( u^\varepsilon = u \in H \). Then, \( \alpha(T/\varepsilon) \) indeed describes the order function of \( f \).

Denote by \( \mu^u \) the unique stationary measure for the fast Equation (5.34) with fixed \( u^\varepsilon = u \in H \). Define the average

\[
\bar{f}(u) \triangleq \int_H f(u, v) \mu^u(dv). \tag{5.36}
\]

Then we consider the following averaged equation:

\[
du = \left[ \Delta u + \bar{f}(u) \right] dt + \sigma_1 dW_1(t), \tag{5.37}
\]

\[
u(0) = u_0 \quad \text{and} \quad u|_{\partial D} = 0, \tag{5.38}
\]

and the following averaged principle will be established.

**Theorem 5.20 (Averaging principle for slow-fast SPDEs).** Assume that (H1)–(H4) hold. Given \( T > 0 \), for every \( u_0 \in H \), solution \( u^\varepsilon(t, u_0) \) of (5.33) converges in probability to \( u \) in \( C(0, T; H) \), which solves (5.37)–(5.38). Moreover, the rate of convergence is \( 1/2 \). That is, for any \( \kappa > 0 \),

\[
\mathbb{P} \left\{ \sup_{0 \leq t \leq T} \| u^\varepsilon(t) - u(t) \| \leq C_T^\kappa \sqrt{\varepsilon} \right\} > 1 - \kappa,
\]

for some positive constant \( C_T^\kappa > 0 \).

**Remark 5.21.** The above averaging principle shows that the rate of convergence of \( u^\varepsilon \) to \( u \) in \( C(0, T; H) \) is \( \sqrt{\varepsilon} \). In fact, \( u \) can be seen as the first term of asymptotic expansion of \( u^\varepsilon \) in \( \varepsilon \), that is,

\[
u^\varepsilon = u + \sqrt{\varepsilon} \cdot \text{deviation} + \mathcal{O}(\varepsilon).
\]

The study of deviation in Section 5.4 further confirms this expansion.
Before proving the above result, we first present some examples to illustrate the application of the above averaging principle.

**Example 5.22.** Consider a linear slow-fast stochastic system, where the fast part is one dimensional:

\[
du^\epsilon = \left[u_{xx}^\epsilon + v^\epsilon\right]dt, \quad -l < x < l, \tag{5.39}
\]

\[
dv^\epsilon = -\frac{1}{\epsilon}v^\epsilon dt + \frac{1}{\sqrt{\epsilon}}dw, \tag{5.40}
\]

where \( l > 0 \), \( w(t) \) is a standard scalar Wiener process, and \( u^\epsilon \) satisfies the zero Dirichlet boundary conditions. The system (5.39)–(5.40) is in the form of (5.33)–(5.34) with \( f(u, v) = v \), \( g(u, v) = 0 \), \( \sigma_1 = 0 \) and \( \sigma_2 = 1 \).

The fast part (5.40) has a unique stationary distribution \( \mu = \mathcal{N}\left(0, \frac{1}{2}\right) \) which is independent of the slow part \( u^\epsilon \). Thus

\[ \bar{f}(u) = 0, \]

and the averaged equation is

\[ \partial_t u = \partial_{xx} u. \tag{5.41} \]

Let \( \bar{u}^\epsilon \triangleq \mathbb{E}u^\epsilon \) and \( \bar{v}^\epsilon \triangleq \mathbb{E}v^\epsilon \). Then

\[
\partial_t \bar{u}^\epsilon = \partial_{xx} \bar{u}^\epsilon + \bar{v}^\epsilon, \\
\dot{\bar{v}}^\epsilon = -\frac{1}{\epsilon} \bar{v}^\epsilon.
\]

A standard analysis shows that

\[ \max_{0 \leq t \leq T} \| \bar{u}^\epsilon(t) - u(t) \| \to 0, \quad \epsilon \to 0. \]

The above result implies that \( u \) approximates the expectation of \( u^\epsilon \) on a long time scale for small \( \epsilon > 0 \). However, the expectation is not necessarily a “good” approximation for a random process. In fact, for small \( \epsilon \), \( \frac{1}{\sqrt{\epsilon}} \int_0^t v^\epsilon(s)ds \) behaves like a standard one-dimensional Wiener process \( W(t) \) in the sense of distribution, so we can write out a more effective system than the above averaged system:

\[ d\tilde{u}^\epsilon = \partial_{xx} \tilde{u}^\epsilon dt + \sqrt{\epsilon} dW(t). \]

A further approximation is discussed in Section 5.4.

**Example 5.23.** Consider the following stochastic slow-fast system with the zero Dirichlet boundary conditions on \((-l, l)\):

\[
du^\epsilon = \left[u_{xx}^\epsilon + u^\epsilon - (u^\epsilon)^3 + v^\epsilon\right]dt, \tag{5.42}
\]

\[
dv^\epsilon = \frac{1}{\epsilon}\left[v_{xx}^\epsilon - v^\epsilon + u^\epsilon\right]dt + \frac{3}{\sqrt{\epsilon}}dW(t), \tag{5.43}
\]
where $W(t)$ is an $L^2(-l, l)$-valued Wiener process with trace class covariance operator $Q$. Then (5.42)–(5.43) is in the form of (5.33)–(5.34) with $f(u, v) = u - u^3 + v$, $g(u, v) = -v + u$, $\sigma_1 = 0$ and $\sigma_2 = 3$.

Here, assumption (H1) does not hold. But the solutions to (5.42)–(5.43) have uniform energy estimates. By the proof of Theorem 5.20 and Remark 5.28, we, in fact, still have the averaging result. Moreover, $g(u, v)$ is a linear function; for any fixed $u^\epsilon = u \in H$, the SPDE (5.43) has a unique stationary distribution

$$
\mu_u = \mathcal{N}\left( \left( I - \partial_{xx} \right)^{-1} u, \frac{9(I - \partial_{xx})^{-1} Q}{2} \right).
$$

Then:

$$
\tilde{f}(u) = u - u^3 + (I - \partial_{xx})^{-1} u,
$$

and the averaged equation is a deterministic PDE:

$$
\partial_t u = \partial_{xx} u + u - u^3 + (I - \partial_{xx})^{-1} u. \tag{5.44}
$$

One can see that if the slow part and the fast part are linearly coupled, the effect of noise in the fast part does not appear in the averaged equation. The situation is different in a nonlinear coupling case.

**Example 5.24.** Consider the following stochastic slow-fast system, with the zero Dirichlet boundary conditions on $(-l, l)$,

$$
\begin{align*}
du^\epsilon &= \left[ u_{xx}^\epsilon + u^\epsilon - (u^\epsilon + v^\epsilon)^3 \right] dt, \tag{5.45} \\
 dv^\epsilon &= \frac{1}{\epsilon} v_{xx}^\epsilon dt + \frac{\sigma}{\sqrt{\epsilon}} dW(t). \tag{5.46}
\end{align*}
$$

There is nonlinear coupling between the slow and fast parts. In this case, $f(u, v) = -(u + v)^3$ is locally Lipschitz continuous and $g(u, v) = 0$. However, the uniform energy estimates for the solutions hold, and as mentioned in Example 5.23, we still have the averaged result. Notice that there is no input from the slow part to the fast part, and (5.46) has a unique stationary distribution

$$
\mu = \mathcal{N}\left( 0, \frac{\sigma^2 Q}{2\partial_{xx}} \right).
$$

Hence,

$$
\tilde{f}(u) = u - u^3 - \frac{3\sigma^2}{2} \partial_{xx}^{-1} Qu,
$$

and the averaged equation is

$$
\partial_t u = \partial_{xx} u + u - u^3 - \frac{3\sigma^2}{2} \partial_{xx}^{-1} Qu. \tag{5.47}
$$

Now, one can see that due to the nonlinear coupling between the slow and fast parts, if the strength of noise is large enough, that is if $|\sigma|$ is large enough, the stationary solution $u = 0$ of the effective Equation (5.47) is stable. This shows stabilization of the noise by nonlinear coupling.
5.3 Proof of the Averaging Principle Theorem 5.20

In order to derive the averaging principle, Theorem 5.20, the estimates on the generalized rate function of \( f(u, v^\epsilon(t)) \) (see Remark 5.2 and Remark 5.17) for every fixed \( u \in H \) is a key step. To this end, we need some preliminary results.

### 5.3.1 Some a priori Estimates

Well-posedness of the stochastic slow-fast system (5.33)–(5.34) is standard [94, Theorem 7.4] due to Lipschitz continuous nonlinearity. We state this result below without proof.

**Lemma 5.25.** Assume (H1)–(H4). For every \( u_0 \in H^2 \cap H^1_0, v_0 \in H \) and \( T > 0 \), there is a unique solution, \( u^\epsilon(t), v^\epsilon(t) \), in \( L^2(\Omega, C(0, T; H) \cap L^2(0, T; H^1_0)) \) for (5.33)–(5.34). Furthermore,

\[
\mathbb{E}\|u^\epsilon(t) - u^\epsilon(s)\|^2_p \leq C_p|t - s|^\alpha_p
\]

for some \( \alpha \in (0, 1) \) and some positive constant \( C_p \).

Global existence follows from the following estimates for \((u^\epsilon, v^\epsilon)\).

**Lemma 5.26.** Assume (H1)–(H4). For every \( u_0 \in H^1_0, v_0 \in H^1_0 \) and \( T > 0 \), there is a positive constant \( C_T \) that is independent of \( \epsilon \) such that

\[
\mathbb{E}\sup_{0 \leq t \leq T}\|u^\epsilon(t)\|^2_1 + \sup_{0 \leq t \leq T}\mathbb{E}\|v^\epsilon(t)\|^2_1 \leq C_T(\|u_0\|^2_1 + \|v_0\|^2_1).
\]

**Proof.** By applying Itô’s formula to \( \|u^\epsilon\|^2 \) and \( \|v^\epsilon\|^2 \) and noticing assumptions (H1)–(H2), we obtain, for some constant \( C > 0 \),

\[
\frac{1}{2} \frac{d}{dt}[\|u^\epsilon\|^2] = -\|u^\epsilon\|^2_1 + \langle f(u^\epsilon, v^\epsilon), u^\epsilon \rangle + \langle \dot{W}_1, u^\epsilon \rangle + \frac{\sigma_1^2}{2} \text{Tr}(Q_1)
\]

\[
\leq -\lambda_1\|u^\epsilon\|^2 + C\|u^\epsilon\|^2 + \frac{\lambda_1 - C_g}{4}\|v^\epsilon\|^2 + C
\]

\[
+ \langle \dot{W}_1, u^\epsilon \rangle + \frac{\sigma_1^2}{2} \text{Tr}(Q_1),
\]

and

\[
\epsilon \frac{1}{2} \frac{d}{dt}[\|v^\epsilon\|^2] = -\|v^\epsilon\|^2_1 + \langle g(u^\epsilon, v^\epsilon), v^\epsilon \rangle + \langle \sqrt{\epsilon}\dot{W}_1, v^\epsilon \rangle + \epsilon \frac{\sigma_2^2}{2} \text{Tr}(Q_2)
\]

\[
\leq -\lambda_1\|v^\epsilon\|^2 + C_g\|v^\epsilon\|^2 + C\|u^\epsilon\|^2 + \frac{\lambda_1 - C_g}{4}\|v^\epsilon\|^2 + C
\]

\[
+ \langle \sqrt{\epsilon}\dot{W}_1, v^\epsilon \rangle + \epsilon \frac{\sigma_2^2}{2} \text{Tr}(Q_2).
\]

Then, there is a positive constant, still denoted by \( C \), such that

\[
\frac{d}{dt}\mathbb{E}([\|u^\epsilon\|^2 + \epsilon\|v^\epsilon\|^2]) \leq C\mathbb{E}([\|u^\epsilon\|^2 + \epsilon\|v^\epsilon\|^2]) + \sigma_1^2 \text{Tr}(Q_1) + \sigma_2^2 \text{Tr}(Q_2),
\]
which yields
\[ \mathbb{E}(\|u^\varepsilon(t)\|^2 + \varepsilon \|v^\varepsilon(t)\|^2) \leq C_T(\|u_0\|^2 + \|v_0\|^2), \quad 0 \leq t \leq T, \]
for some constant $C_T > 0$. Having this estimate together with Itô’s formula applied to $\|v^\varepsilon\|^2$, we have
\[ \mathbb{E} \int_0^T \|v^\varepsilon(t)\|^2 dt \leq C_T \]
for some positive constant (still denoted as) $C_T$. Now applying Itô’s formula to $\|u^\varepsilon\|^2$, we have
\[ \frac{1}{2} \|u^\varepsilon\|^2_1 = -\|Au^\varepsilon\|^2 - \langle f(u^\varepsilon, v^\varepsilon), Au^\varepsilon \rangle + \frac{\sigma_1^2}{2} \text{Tr}((-A)^{1/2}Q_1) \leq -\|Au^\varepsilon\|^2 + 2C_f \|u^\varepsilon\|^2_1 + C_f \|v^\varepsilon\|^2_1 + \langle \sigma_1 \dot{W}_1, Au^\varepsilon \rangle + \frac{\sigma_1^2}{2} \text{Tr}((-A)^{1/2}Q_1). \]
Therefore, by the inequality in Lemma 3.24,
\[ \mathbb{E} \sup_{0 \leq t \leq T} \|u^\varepsilon(t)\|^2_1 \leq C_T (\|u_0\|^2_1 + \|v_0\|^2). \]
This completes the proof. 

Classical averaging methods depend heavily on the periodicity of the fast part on the fast time scale [22, Ch. 6], [48, Ch. 5], [149, Ch. V.3], [273, Ch. 2], [294]. A weaker condition is that the fast part is sufficiently mixing [187, p. 386]. So the properties of the fast system (5.34) for fixed $u$ is a key step to carry out the averaging approach for slow-fast SPDEs (5.33)–(5.34). We first have the following result for the fast system (5.34) with fixed $u \in H$.

**Lemma 5.27.** Assume (H1)–(H4). For fixed $u \in H$, the fast system (5.34) has a unique stationary solution $\eta^\varepsilon_u(t)$, with distribution $\mu_u$ independent of $\varepsilon$, and the stationary measure $\mu_u$ is strong mixing with exponential decay rate. Moreover, for every solution $v^\varepsilon_u$ of (5.34) with initial value $v$,
\[ \mathbb{E} \|v^\varepsilon_u(t) - \eta^\varepsilon_u(t)\|^2 \leq e^{-2(\lambda_1 - C_g)t/\varepsilon} \mathbb{E} \|v - \eta^\varepsilon_u(0)\|^2, \quad (5.50) \]
and, for $T \geq t \geq r \geq 0$ and $\delta > 0$, there is a constant $C_T > 0$ such that
\[ \mathbb{E} \left\| \int_r^{r+\delta} e^{A(t-s)} [f(u, v^\varepsilon_u(s)) - \bar{f}(u)] ds \right\| \leq \sqrt{\varepsilon \delta} C_T \frac{(1 + \|v\|^2)}{\lambda_1 - C_g}. \quad (5.51) \]

**Proof.** The first result follows from the assumptions (H2) and (H3). In fact, for $u \in H$, define the transition semigroup $P^u_t$ associated with the fast equation by
\[ P^u_t \varphi(v) \triangleq \mathbb{E} \varphi(v^\varepsilon_u(t)), \quad t \geq 0, \quad v \in H \quad (5.52) \]
for any Lipschitz continuous function φ. For \( f(u, \cdot) : H \to H \), define

\[
P^u_t f(u, v) \triangleq \sum_{i=1}^{\infty} [P^u_t \langle f(u, v), e_i \rangle] e_i = \mathbb{E} f(u, v^e_u(s)) = \sum_{i=1}^{\infty} (P^u_t f(u, v), e_i) e_i.
\]

Then, by (5.50), we have

\[
\|P^u_t f(u, v) - \bar{f}(u)\| \leq C_f(\|v\| + \|\eta^e_u(0)\| + 1)e^{-(\lambda_1 - C_g)t}/\epsilon.
\]

For the second result, for every \( \psi \in H \), we estimate

\[
\mathbb{E} \left( \int_r^{r+\delta} [f(u, v^e_u(s)) - \bar{f}(u)] ds, \psi \right)^2
\]

\[
= \int_r^{r+\delta} \int_r^{r+\delta} \mathbb{E}(f(u, v^e_u(s)) - \bar{f}(u), \psi)(f(u, v^e_u(\tau)) - \bar{f}(u), \psi) d\tau ds
\]

\[
\leq \int_r^{r+\delta} \int_r^{r+\delta} |\mathbb{E}(f(u, v^e_u(s)) - \bar{f}(u), \psi)(f(u, v^e_u(\tau)) - \bar{f}(u), \psi)| d\tau ds
\]

\[
= 2\int_r^{r+\delta} \int_r^{r+\delta} |\mathbb{E}(f(u, v^e_u(s)) - \bar{f}(u), \psi)(f(u, v^e_u(\tau)) - \bar{f}(u), \psi)| d\tau ds.
\]

By the properties of conditional expectation and Markovian property of the process \( v^e_u \), we conclude

\[
|\mathbb{E} \langle f(u, v^e_u(s)) - \bar{f}(u), \psi \rangle f(u, v^e_u(\tau)) - \bar{f}(u), \psi \rangle |
\]

\[
= |\mathbb{E} \{ \langle f(u, v^e_u(s)) - \bar{f}(u), \psi \rangle \mathbb{E}[\langle f(u, v^e_u(\tau)) - \bar{f}(u), \psi \rangle |\mathcal{F}_s] \} | - \mathbb{E} \{ \langle f(u, v^e_u(s)) - \bar{f}(u), \psi \rangle \mathbb{E}[\langle f(u, v^e_u(\tau)) - \bar{f}(u), \psi \rangle |\mathcal{F}_s] \} | 
\]

\[
\leq \{\mathbb{E}[\langle f(u, v^e_u(s)) - \bar{f}(u), \psi \rangle] \}^2 |\mathbb{E}[\langle f(u, v^e_u(\tau)) - \bar{f}(u), \psi \rangle] | \}
\]

\[
= \{\mathbb{E}[\langle f(u, v^e_u(s)) - \bar{f}(u), \psi \rangle] \}^2 |\mathbb{E}[\langle f(u, v^e_u(\tau)) - \bar{f}(u), \psi \rangle] | \}
\]

\[
\leq C\mathbb{E}(\|v\|^2 + \|v^e_u\|^2 + 1)\|\psi\|^2 e^{-(\lambda_1 - C_g)(\tau-s)/\epsilon}.
\]

Now, by Lemma 5.26, we have

\[
\mathbb{E} \left\| \int_r^{r+\delta} [f(u, v^e_u(s)) - \bar{f}(u)] ds \right\| \leq \sqrt{\epsilon}\delta \frac{C_T(1 + \|v\|^2 + \|\psi\|^2)}{\lambda_1 - C_g}.
\]

Then, by the fact that \( e^{AT} \|\mathcal{L}(H, H) \| \leq 1 \) for \( t \geq 0 \), we have the estimate (5.51). \( \square \)

Remark 5.28. We have used the Lipschitz continuity of \( f \) in (5.53). However, the above discussion is also applicable to some locally Lipschitz \( f \). In fact, for example, we assume that \( f(u, v) \) satisfies

\[
|f(u, v)| \leq C(|u|^{2p+1} + |v|^{2p+1}) \quad \text{for} \quad u, v \in \mathbb{R}
\]

and

\[
|f(u, v_1) - f(u, v_2)| \leq [|v_1|^{2p} + |v_2|^{2p}]|v_1 - v_2| \quad \text{for} \quad u, v_1, v_2 \in \mathbb{R}.
\]


Then,
\[ \mathbb{E} \| f(u, v^\epsilon) - \bar{f}(u) \| \leq \left[ \mathbb{E} [ \| v^\epsilon_u \|_1^{2p} + \| \eta^\epsilon_u \|_1^{2p} ] \right]^{1/2} \left[ \mathbb{E} [ \| v^\epsilon_u - \eta^\epsilon_u \|^2 ] \right]^{1/2}. \]

Thus, we also have the result of Lemma 5.27, provided that we have estimates for \( \mathbb{E} \| v^\epsilon_u \|_1^{2p} \) and \( \mathbb{E} \| \eta^\epsilon_u \|_1^{2p} \).

We need to examine further properties of the fast system. To this end, we consider the fast system on a slow time scale. Making the time scale transformation \( t \to \tau = \epsilon t \), the system (5.34) becomes
\[
dv = [\Delta v + g(u, v)]d\tau + \sigma_2 d\tilde{W}_2(\tau), \quad v(0) = v_0, \tag{5.54}
\]
where \( \tilde{W}_2 \) is the scaled version of \( W_2 \) (both have the same distribution). For every \( t > 0 \), the solution \( v^\epsilon_u \) of (5.34) and the solution \( v_u \) of (5.54) have the same distribution. Indeed, SPDE (5.54) has a unique stationary solution \( \eta_u \) with the distribution \( \mu_u \).

By a version of the contraction mapping principle depending on a parameter \([66, \text{Appendix C}]\), the solution \( v^\epsilon_u(t) \) of (5.54) is differentiable with respect to \( u \), with the Fréchet derivative \( D_u v \), along the direction \( h \in H \), satisfying
\[
d\langle D_u v, h \rangle = [\langle \Delta D_u v, h \rangle + \langle g'_u(u, v) D_u v, h \rangle]dt.
\]
Then we have
\[
\sup_{u, v_0 \in H, 0 \leq t < \infty} |D_u v_u|_{\mathcal{L}(H)} \leq C, \tag{5.55}
\]
for some deterministic constant \( C > 0 \). Moreover, \( \bar{f} \) is Lipschitz continuous with Lipschitz constant \( C_f \). Then, by a standard analysis \([94, \text{Theorem 7.4}]\) for the averaged equation (5.37)–(5.38), we have the following well-posedness result for the averaged equation.

**Lemma 5.29.** Assume \((H_1)\)–\((H_4)\) hold. For every \( u_0 \in H^1_0 \) and \( T > 0 \), the system (5.37)–(5.38) has a unique solution \( u \in L^2(\Omega, C(0, T; H)) \cap L^2(0, T; H^1_0) \). Moreover, there is a positive \( C_T > 0 \) such that for every integer \( m \geq 2 \) and every \( T > 0 \),
\[
\mathbb{E} \| u(t) \|^m \leq C_T (1 + \| u_0 \|^m). \tag{5.56}
\]

### 5.3.2 Averaging as an Approximation

Having the above results, we can now prove Theorem 5.20. In order to derive the approximation in probability, we restrict the system to a smaller probability space that is arbitrarily close to the original probability space.

By Lemma 5.26, for every \( \kappa > 0 \), there is a compact set \( K_\kappa \) in \( C(0, T; H) \) such that
\[
\mathbb{P} \{ u^\epsilon \in K_\kappa \} > 1 - \kappa/3.
\]
Then there is a constant \( C^\kappa_T > 0 \) that is only dependent on \( T \) and \( \kappa \), such that
\[
\sup_{0 \leq t \leq T} \| u^\epsilon(t) \|^2 \leq C^\kappa_T
\]
for $u^\epsilon \in K_\kappa$. Here, $K_\kappa$ is chosen as a family of decreasing sets with respect to $\kappa$. Furthermore, for $\kappa > 0$ and $u \in K_\kappa$, by the estimate (5.48), (5.51) and Markov inequality [39, p. 74], there is a positive constant, which we still denote by $C_T^\kappa$, such that for $T \geq t > s \geq 0$,

$$\mathbb{P}\{\|u^\epsilon(t) - u^\epsilon(s)\|^2 \leq C_T^\kappa|t-s|^{\alpha}\} \geq 1 - \kappa/3,$$

(5.57)

where $\alpha \in (0, 1)$ is chosen in (5.48), and for every $T \geq t \geq 0$,

$$\mathbb{P}\left\{\left\|\int_0^t e^{A(t-s)}\left[f(u, v^\epsilon(s)) - \bar{f}(u)\right]ds\right\| \leq \sqrt{\epsilon} C_T^\kappa \left(1 + \|u_0\|^2 + \|v_0\|^2\right)\right\} \geq 1 - \kappa/3,$$

(5.58)

for $u \in K_\kappa$.

Now, for $\kappa > 0$, we introduce a new subprobability space $(\Omega_\kappa, F_\kappa, P_\kappa)$ defined by:

$$\Omega_\kappa = \{\omega \in \Omega : u^\epsilon(\omega) \in K_\kappa, \text{ and the events of (5.57) and (5.58) hold}\},$$

and

$$F_\kappa := \{S \cap \Omega_\kappa : S \in F\}, \quad P_\kappa(S) := \frac{P(S \cap \Omega_\kappa)}{P(\Omega_\kappa)} \quad \text{for} \quad S \in F_\kappa.$$

**Remark 5.30.** The choice of such $\Omega_\kappa$ makes the nonlinearity $f(u(\omega), v(\omega))$ Lipschitz continuous for $\omega \in \Omega_\kappa$. This is even true for the nonlinearity of $f$ with the form of (5.35).

Now we restrict $\omega \in \Omega_\kappa$ and introduce auxiliary processes. For $T > 0$, we partition the interval $[0, T]$ into subintervals of length $\delta = \epsilon^{1/\alpha}$, and we construct processes $(\tilde{u}^\epsilon, \tilde{v}^\epsilon)$, such that for $t \in [k\delta, (k+1)\delta)$,

$$\tilde{u}^\epsilon(t) = e^{A(t-k\delta)}u^\epsilon(k\delta) + \int_{k\delta}^t e^{A(t-s)} f(u^\epsilon(k\delta), \tilde{v}^\epsilon(s))ds + \sigma_1 \int_{k\delta}^t e^{A(t-s)} dW_1(s), \quad \tilde{u}^\epsilon(0) = u_0,$$

(5.59)

$$d\tilde{v}^\epsilon(t) = \frac{1}{\epsilon}\left[A\tilde{v}^\epsilon(t) + g(u^\epsilon(k\delta), \tilde{v}^\epsilon(t))\right]dt + \frac{\sigma_2}{\sqrt{\epsilon}} dW_2(t),$$

$$\tilde{v}^\epsilon(k\delta) = v^\epsilon(k\delta).$$

(5.60)

Then, for $t \in [k\delta, (k+1)\delta)$,

$$\frac{1}{2} \frac{d}{dt}\|v^\epsilon(t) - \tilde{v}^\epsilon(t)\|^2 \leq -\frac{1}{\epsilon}(\lambda_1 - C_g)\|v^\epsilon(t) - \tilde{v}^\epsilon(t)\|^2 + \frac{1}{\epsilon} C_g \|v^\epsilon(t) - \tilde{v}^\epsilon(t)\|\|u^\epsilon(t) - u^\epsilon(k\delta)\|.$$
Stochastic Averaging Principles

By the choice of $\Omega_\kappa$, we have (5.57) for $t \in [k\delta, (k+1)\delta)$, and by the Gronwall inequality,

$$\|v^\epsilon(t) - \tilde{v}^\epsilon(t)\|^2 \leq C^\kappa_T \delta^\alpha, \quad t \in [0, T].$$  \hspace{1cm} (5.61)

Moreover, by the choice of $\Omega_\kappa$ and the assumption of $f(\cdot, v)$, we see that $f(\cdot, v) : H \to H$ is Lipschitz continuous. Hence, for $t \in [k\delta, (k+1)\delta)$,

$$\|u^\epsilon(t) - \tilde{u}^\epsilon(t)\| \leq C_f \int_{k\delta}^t \|v^\epsilon(s) - \tilde{v}^\epsilon(s)\|ds + C_f \int_{k\delta}^t \|u^\epsilon(k\delta) - u^\epsilon(s)\|ds.$$  

So, by noticing (5.57), we imply

$$\|u^\epsilon(t) - \tilde{u}^\epsilon(t)\|^2 \leq C^\kappa_T \delta^\alpha, \quad t \in [0, T].$$  \hspace{1cm} (5.62)

Notice that in the mild sense

$$u(t) = e^{At}u_0 + \int_0^t e^{A(t-s)} \tilde{f}(u(s))ds + \sigma_1 \int_0^t e^{A(t-s)}dW_1(s).$$

Then, using $\lfloor z \rfloor$ to denote the largest integer less than or equal to $z$,

$$\sup_{0 \leq s \leq t} \|\tilde{u}^\epsilon(s) - u(s)\|$$

$$\leq \left\| \int_0^t e^{A(t-s)}[f(u^\epsilon(\lfloor s/\delta \rfloor \delta), \tilde{v}^\epsilon(s)) - \tilde{f}(u^\epsilon(\lfloor s/\delta \rfloor \delta))]ds \right\|$$

$$+ \int_0^t e^{A(t-s)} \left\| \tilde{f}(u^\epsilon(\lfloor s/\delta \rfloor \delta)) - \tilde{f}(u^\epsilon(s)) \right\| ds$$

$$+ \int_0^t e^{A(t-s)} \left\| \tilde{f}(u^\epsilon(s)) - \tilde{f}(u(s)) \right\| ds.$$  

Noticing the definition of $\Omega_\kappa$ and the Lipschitz property of $\tilde{f}$, by (5.58) and (5.36), we have for $t \in [0, T]$,

$$\sup_{0 \leq s \leq t} \|\tilde{u}^\epsilon(s) - u(s)\| \leq C^\kappa_T \left[ \sqrt{\epsilon} + \int_0^T \sup_{0 \leq \tau \leq s} \|u^\epsilon(\tau) - u(\tau)\|ds \right].$$  \hspace{1cm} (5.63)

Realizing that

$$\sup_{0 \leq s \leq t} \|u^\epsilon(s) - u(s)\| \leq \sup_{0 \leq s \leq t} \|u^\epsilon(s) - \tilde{u}^\epsilon(s)\| + \sup_{0 \leq s \leq t} \|\tilde{u}^\epsilon(s) - u(s)\|$$  \hspace{1cm} (5.64)

by the Gronwall inequality and (5.57), (5.62), and (5.63), we conclude that for $t \in [0, T]$,

$$\sup_{0 \leq s \leq t} \|u^\epsilon(s) - u(s)\| \leq C^\kappa_T \sqrt{\epsilon} \quad \text{in} \quad \Omega_\kappa.$$  \hspace{1cm} (5.65)

This estimate shows that the convergence of $u^\epsilon$ to $u$ is of order $\sqrt{\epsilon}$ in probability. This completes the proof of Theorem 5.20.  \square
Remark 5.31. In the above averaging approach, the auxiliary process \( \tilde{u}^\epsilon \) is defined as a time discretized approximation to \( u^\epsilon \) on finite time interval \([0, T]\). The length of partition \( \delta \) determines the approximation of \( \tilde{u}^\epsilon \) to \( u^\epsilon \). So, by the relation (5.64), a better approximation of \( \tilde{u}^\epsilon \) to \( u^\epsilon \) leads to a better averaging approximation of \( u \) to \( u^\epsilon \). In fact, one can check that, for example, if \( \delta = \epsilon^{\gamma} \), with \( \gamma \geq \frac{1}{2\alpha} \) and \( 0 < \alpha < 1 \), we always have the approximation rate \( \sqrt{\epsilon} \) from (5.64). But for \( 0 < \gamma < \frac{1}{2\alpha} \), the approximation rate is \( \epsilon^{\gamma} \). This implies that the averaging approximation rate is \( \sqrt{\epsilon} \).

Remark 5.32. This averaging result also holds for slow-fast SPDEs with multiplicative noise. Cerrai [68] derived an averaged system for the following slow-fast SPDEs:

\[
\begin{align*}
du^\epsilon &= \left[ \Delta u^\epsilon + f(u^\epsilon, v^\epsilon) \right]dt + \sigma_1(u^\epsilon, v^\epsilon)dW_1(t), \quad u^\epsilon(0) = u_0 \in L^2(D), \\
dv^\epsilon &= \frac{1}{\epsilon} \left[ \Delta v^\epsilon + g(u^\epsilon, v^\epsilon) \right]dt + \frac{\sigma_2(u^\epsilon, v^\epsilon)}{\sqrt{\epsilon}} dW_2(t), \quad v^\epsilon(0) = v_0 \in L^2(D),
\end{align*}
\]

where \( f, g, \sigma_1, \) and \( \sigma_2 \) are Lipschitz continuous.

Remark 5.33. The above discussion is also valid for PDEs with a random stationary coefficient

\[
u_t = \Delta u + f(u, z(t/\epsilon)),
\]

where \( f \) is Lipschitz continuous in \( u \) and \( z \). Here, \( z \) is a stationary random process that is sufficiently mixing. One typical example is that \( z(t) \) solves the following stochastic differential equation:

\[
dz = \Delta z dt + \sigma dW(t)
\]
on some bounded regular domain with the zero Dirichlet boundary conditions. This is the case when there is no input from the slow part to the fast equation.

5.4 A Normal Deviation Principle for Slow-Fast SPDEs

Hasselmann [155] considered a coupled climate-weather system where the fast system is weather and the slow system describes climate, in order to establish a stochastic model that is simpler than the original model but more precise than the averaged model. One method is to study the normal deviation from the averaged equation [20,155]. This deviation describes more qualitative properties of the slow system than the averaged equation, and it in fact satisfies the central limit theorem. Related results in the context of ordinary differential equations with stationary random coefficients that are sufficiently mixing are discussed by Kifer [188].

Here we present a similar result for a system described by the following slow-fast SPDEs:

\[
\begin{align*}
du^\epsilon &= [Au^\epsilon + f(u^\epsilon, v^\epsilon)]dt + \sigma_1 dW_1(t), \\
\epsilon dv^\epsilon &= [Av^\epsilon + g(u^\epsilon, v^\epsilon)]dt + \sqrt{\epsilon} \sigma_2 dW_2(t).
\end{align*}
\]
For simplicity, we assume \( \sigma_1 = 0 \), that is, there is no stochastic force on the slow part, and we replace assumption \((H_2)\) in the previous section by the following assumption:

\[(H'_2)\quad g(u, v) = g(v) : H \to H \text{ is Lipschitz continuous in variable } u \text{ with Lipschitz constant } C_g, \text{ and furthermore, } |g(v)| \leq C_g(|v| + 1).\]

We consider the deviation process between \( u^\epsilon \) and \( u \). For this, we introduce

\[ z^\epsilon(t) \triangleq \frac{1}{\sqrt{\epsilon}}(u^\epsilon(t) - u(t)). \tag{5.68} \]

Then we have the following normal deviation principle.

**Theorem 5.34 (Normal deviation principle).** Assume that \((H_1), (H'_2), (H_3), \text{ and } (H_4)\) hold, and set \( \sigma_1 = 0 \). Then the deviation process \( z^\epsilon \), in \( C(0, T; H) \), converges in distribution to \( z \), which solves the following linear stochastic partial differential equation:

\[ dz(t) = [\Delta z(t) + \int_H f'(u(t))z(t)]dt + d\tilde{W}(t), \quad z|_{\partial D} = 0, \quad z(0) = 0, \tag{5.69} \]

where

\[ \overline{f}'(u) \triangleq \int_H f'(u, v)\mu(dv), \tag{5.70} \]

and \( \tilde{W}(t) \) is an \( H \)-valued Wiener process defined on a new probability space \( (\bar{\Omega}, \bar{\mathcal{F}}, \bar{P}) \) with covariance operator

\[ B(u) \triangleq 2 \int_0^\infty \mathbb{E}[(f(u, \eta(t)) - \bar{f}(u)) \otimes (f(u, \eta(0)) - \bar{f}(u))]dt. \tag{5.71} \]

Moreover, \( u(t) \) solves the averaged equation \((5.37)\).

Before proving this normal deviation principle, we make some remarks and present a couple of examples.

**Remark 5.35.** In this theorem, \( B(u) \), as the covariance operator of a Gaussian process \( \tilde{W} \), is nonnegative definite. Furthermore, by the expression \((5.71)\), \( B(u) \) is in fact a Hilbert–Schmidt operator. Then, by the decomposition theorem [262, Ch. VIII.9] for positive linear operators, we have the square root of \( B(u) \), denoted by \( \sqrt{B(u)} \). Thus, Equation \((5.69)\) can be rewritten as

\[ dz(t) = [\Delta z(t) + \overline{f}'(u(t))z(t)]dt + \sqrt{B(u)}d\overline{W}(t), \quad z|_{\partial D} = 0, \quad z(0) = 0, \tag{5.72} \]

where \( \overline{W}(t) \) is an \( H \)-valued cylindrical Wiener process with the identity covariance operator Id_{\mathcal{H}}.

**Remark 5.36.** By adding the deviation to the averaged equation, we formally have an approximation equation

\[ d\tilde{u}^\epsilon = [A\tilde{u}^\epsilon + \bar{f}(\tilde{u}^\epsilon)]dt + \sqrt{\epsilon}d\tilde{W}(t), \quad \tilde{u}^\epsilon(0) = u_0. \tag{5.73} \]
where $\tilde{W}(t)$ is an $H$-valued Wiener process, defined on a new probability space $(\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{\mathbb{P}})$, with covariance operator $B(u)$. This equation in fact gives a much better approximation than the averaged Equation (5.37). We will not give a rigorous justification here, but a random slow manifold reduction via computer algebra [267] on a long time scale, as in Section 5.6, also gives the same result.

By the above normal deviation principle, we draw the following approximation result.

**Corollary 5.37.** Assume that $(H_1)$, $(H'_2)$, $(H_3)$, and $(H_4)$ hold and set $\sigma_1 = 0$. There exists a new probability space $(\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{\mathbb{P}})$, such that the following error estimate holds, for every $T > 0$ and $\kappa > 0$,

$$\tilde{\mathbb{P}} \left\{ \sup_{0 \leq t \leq T} \| u^\varepsilon(t) - u(t) - \sqrt{\varepsilon} z(t) \| \leq C_T^\kappa \varepsilon \right\} > 1 - \kappa,$$

with some positive constant $C_T^\kappa$.

Before giving the proof of Theorem 5.34, we illustrate the normal deviation result in two examples.

**Example 5.38.** Consider equations (5.39)–(5.40) in Example 5.22. By (5.71), we have

$$B(u) = 1,$$

which is a scalar function. Then $z$, the limit of the deviation $z^\varepsilon$, satisfies the following linear SPDE:

$$dz = z_{xx} dt + d\tilde{w}(t), \quad z(0) = 0,$$

where $\tilde{w}(t)$ is a new scalar Brownian motion defined on some probability space $(\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{\mathbb{P}})$. Similar to $u^\varepsilon = u + \sqrt{\varepsilon} z^\varepsilon$, we define $\tilde{u}^\varepsilon := u + \sqrt{\varepsilon} z$ and we have the following equation:

$$d\tilde{u}^\varepsilon = \tilde{u}^\varepsilon_{xx} dt + \sqrt{\varepsilon} d\tilde{w}(t).$$

Then, on this new probability space, for every $T > 0$ and $\kappa > 0$, there is $C_T^\kappa > 0$ such that

$$\tilde{\mathbb{P}} \left\{ \sup_{0 \leq t \leq T} \| u^\varepsilon(t) - \tilde{u}^\varepsilon(t) \| \leq C_T^\kappa \varepsilon \right\} > 1 - \kappa.$$

This example shows that if the fast part has no coupling from a slow part, (5.73) is a better effective approximation model. But, for the nonlinear case, this is not a trivial problem, even when the coupling is linear [219].

**Example 5.39.** Consider equations (5.42)–(5.43) in Example 5.23. By (5.71), we have

$$B(u) = 9(I - \partial_{xx})^{-1} Q,$$
which is a Hilbert–Schmidt operator. Then \( z \) satisfies the following linear SPDE:

\[
\frac{dz(t)}{dt} = [z_{xx}(t) + (1 - 3u^2(t))z(t)]dt + 3\sqrt{(I - \partial_{xx})^{-1}}d\bar{W}(t), \quad z(0) = 0,
\]

where \( \bar{W}(t) \) is a Wiener process with covariance \( Q \), defined on a new probability space \((\bar{\Omega}, \bar{\mathcal{F}}, \bar{\mathbb{P}})\). The above equation shows that \( z \) depends on \( u \), which solves the averaged Equation (5.44). Then, for every \( T > 0 \) and \( \kappa > 0 \),

\[
\bar{\mathbb{P}} \left\{ \sup_{0 \leq t \leq T} \| u^\varepsilon(t) - u(t) - \sqrt{\varepsilon} z(t) \| \leq C_T \varepsilon^\kappa \right\} > 1 - \kappa,
\]

for some positive constant \( C_T^\kappa \).

5.5 Proof of the Normal Deviation Principle

Theorem 5.34

We apply a martingale approach to prove the normal deviation principle, Theorem 5.34. Notice that \( z^\varepsilon \) satisfies

\[
\frac{dz^\varepsilon(t)}{dt} = Az^\varepsilon + \frac{1}{\sqrt{\varepsilon}} \left[ f(u^\varepsilon, v^\varepsilon) - \tilde{f}(u) \right]
\]

(5.74)

with \( z^\varepsilon(0) = 0 \). To determine the limit of \( z^\varepsilon \), we study one convergent subsequence of \( z^\varepsilon \) and determine the limit of this subsequence. To this end, we first show the tightness of the distributions of \( z^\varepsilon \) in \( C(0, T; H) \). We need the following uniform estimate on \( v^\varepsilon(t) \) for every \( t > 0 \).

Lemma 5.40. Assume that \( (H'_2), (H_3), \) and \( (H_4) \) hold. For every \( v_0 \in H \) and \( m > 0 \), there is \( C_m > 0 \) such that the solution \( v^\varepsilon(t) \) to Equation (5.34), with \( v^\varepsilon(0) = v_0 \), satisfies

\[
\mathbb{E}\| v^\varepsilon(t) \|^m \leq C_m,
\]

(5.75)

for \( t \geq 0 \).

Proof. This is a direct application of Itô’s formula to \( \| v^\varepsilon(t) \|^2 \) and then to \( \| v^\varepsilon(t) \|^m \) with \( m \geq 2 \). The details are omitted here. \( \Box \)

By (5.74), we have

\[
\| z^\varepsilon(t) \| = \left\| \frac{1}{\sqrt{\varepsilon}} \int_0^t e^{A(t-s)}[f(u^\varepsilon(s), v^\varepsilon(s)) - f(u(s), v^\varepsilon(s))]ds \\
+ \frac{1}{\sqrt{\varepsilon}} \int_0^t e^{A(t-s)}[f(u(s), v^\varepsilon(s)) - f(u(s), \eta^\varepsilon(s))]ds \\
+ \frac{1}{\sqrt{\varepsilon}} \int_0^t e^{A(t-s)}[f(u(s), \eta^\varepsilon(s)) - \tilde{f}(u(s))]ds \right\|
\]

\[
\leq C_f \int_0^t \| z^\varepsilon(s) \| ds + \frac{1}{\sqrt{\varepsilon}} \int_0^t \| v^\varepsilon(s) - \eta^\varepsilon(s) \| ds \\
+ \frac{1}{\sqrt{\varepsilon}} \left\| \int_0^t e^{A(t-s)}[f(u(s), \eta^\varepsilon(s)) - \tilde{f}(u(s))]ds \right\|.
\]
Thus,
\[
\mathbb{E} \sup_{0 \leq s \leq t} \| z^\varepsilon(s) \| \leq C_f \int_0^t \mathbb{E} \sup_{0 \leq \tau \leq s} \| z^\varepsilon(\tau) \| ds + \frac{1}{\sqrt{\varepsilon}} \int_0^T \mathbb{E} \| v^\varepsilon(s) - \eta^\varepsilon(s) \| ds \\
+ \frac{1}{\sqrt{\varepsilon}} \mathbb{E} \sup_{0 \leq t \leq T} \left\| \int_0^t e^{A(t-s)} [ f(u(s), \eta^\varepsilon(s)) - \bar{f}(u(s))] ds \right\|.
\]

Also, by the same discussion for (5.22), we obtain, for some \( \alpha \in (0, 1) \),
\[
\frac{1}{\sqrt{\varepsilon}} \int_0^t e^{A(t-s)} [ f(u(s), \eta^\varepsilon(s)) - \bar{f}(u(s))] ds \\
= \frac{\sin \pi \alpha}{\alpha} \int_0^t (t-s)^{\alpha-1} e^{A(t-s)} Y^\varepsilon(s) ds,
\]
where
\[
Y^\varepsilon(s) = \frac{1}{\sqrt{\varepsilon}} \int_0^s (s-r)^{-\alpha} e^{A(s-r)} [ f(u(r), \eta^\varepsilon(r)) - \bar{f}(u(r))] dr \\
= \frac{1}{\sqrt{\varepsilon}} \sum_{k=1}^{\infty} \int_0^s (s-r)^{-\alpha} e^{-\lambda_k(s-r)} \langle f(u(r), \eta^\varepsilon(r)) - \bar{f}(u(r)), e_k \rangle e_k dr.
\]
(5.76)

Here, \( \{\lambda_k\} \) are the eigenvalues of \( -A \) with the associated eigenfunctions \( \{e_k\} \), which form an orthonormal basis. By Lemma 5.13, Lemma 5.40, and the same discussion as in the proof of Theorem 5.11, we have
\[
\mathbb{E} \| Y^\varepsilon(s) \|^2 \leq C_T, \quad 0 \leq s \leq T,
\]
for some positive constant (still denoted by) \( C_T \). Then, by the Gronwall inequality, we have
\[
\mathbb{E} \sup_{0 \leq t \leq T} \| z^\varepsilon(t) \| \leq C_T,
\]
(5.77)
for some positive constant (still denoted by) \( C_T \). Furthermore, for \( \theta > 0 \),
\[
\| (-A)^\theta z^\varepsilon(t) \| \leq \left\| \frac{1}{\sqrt{\varepsilon}} \int_0^t (-A)^\theta e^{A(t-s)} [ f(u^\varepsilon(s), v^\varepsilon(s)) - f(u(s), v^\varepsilon(s))] ds \right\| \\
+ \left\| \frac{1}{\sqrt{\varepsilon}} \int_0^t (-A)^\theta e^{A(t-s)} [ f(u(s), v^\varepsilon(s)) - f(u(s), \eta^\varepsilon(s))] ds \right\| \\
+ \left\| \frac{1}{\sqrt{\varepsilon}} \int_0^t (-A)^\theta e^{A(t-s)} [ f(u(s), \eta^\varepsilon(s)) - \bar{f}(u(s))] ds \right\| \\
\triangleq J_1 + J_2 + J_3.
\]
Notice that for \( 0 < \theta < 1/2 \),
\[
\frac{1}{\sqrt{\varepsilon}} \| (-A)^\theta e^{A(t-s)} [ f(u^\varepsilon, v^\varepsilon) - f(u, v^\varepsilon)] \| \leq C \left( 1 + \frac{1}{\sqrt{s}} \right) C_f \| z^\varepsilon(s) \|,
\]
and
\[
\frac{1}{\sqrt{\epsilon}}\|(-A)\theta e^{A(t-s)}[f(u, v^{\epsilon}) - f(u, \eta^{\epsilon})]\| \leq C \left( 1 + \frac{1}{\sqrt{\epsilon}} \right) \frac{C}{\sqrt{\epsilon}} \|v^{\epsilon} - \eta^{\epsilon}\|,
\]
for some constant \( C > 0 \). Then, by estimates (5.77) and (5.50),
\[
\mathbb{E} \sup_{0 \leq t \leq T} J_1 \leq C_T, \quad \mathbb{E} \sup_{0 \leq t \leq T} J_2 \leq C_T,
\]
for some constant \( C_T > 0 \). Now we consider \( J_3 \). By the factorization method, we have
\[
J_3 = \frac{\sin \pi \alpha}{\alpha} \int_0^t (t - s)^{\alpha - 1} e^{A(t-s)}(-A)\theta Y^{\epsilon}(s)ds,
\]
where \( Y^{\epsilon} \) is defined by (5.76). Notice that
\[
\|(-A)\theta Y^{\epsilon}(s)\| = \frac{1}{\epsilon} \sum_{k=1}^{\infty} \lambda_k^{2\theta} \left| \int_0^s (s - r)^{\alpha - 1} e^{\lambda_k(s-r)} \langle f(u(r), \eta^{\epsilon}(r)) - \bar{f}(u(r)), e_k \rangle dr \right|^2.
\]
Hence using Lemma 5.13 and choosing positive \( \alpha \) and \( \theta \) such that \( 0 < \alpha + \theta < 1/2 \), we get
\[
\mathbb{E}\|(-A)\theta Y^{\epsilon}(s)\|^2 \leq C_T, \quad 0 \leq s \leq T,
\]
for some constant \( C_T > 0 \). This yields
\[
\mathbb{E} \sup_{0 \leq t \leq T} J_3 < C_T.
\]
So, for \( \theta > 0 \)
\[
\mathbb{E}\|z^{\epsilon}\|_{C(0, T; \mathcal{H}^{\theta/2})} \leq C_T, \quad (5.78)
\]
for some constant \( C_T > 0 \). Next, we show a Hölder property in time \( t \) for \( z^{\epsilon}(t) \) which, with estimate (5.78), implies the tightness of the distribution of \( \{z^{\epsilon}\} \) in \( C(0, T; \mathcal{H}) \). In fact, for \( s, t \) with \( 0 \leq s < t \leq T \), we obtain
\[
\|z^{\epsilon}(t) - z^{\epsilon}(s)\|^2 \leq \frac{1}{\sqrt{\epsilon}} \left( \int_s^t e^{A(t-r)}[f(u^{\epsilon}(r), v^{\epsilon}(r)) - \bar{f}(u(r))]dr \right)^2 + \frac{1}{\sqrt{\epsilon}} \left( I - e^{A(t-s)} \right) \int_0^s e^{A(s-r)}[f(u^{\epsilon}(r), v^{\epsilon}(r)) - \bar{f}(u(r))]dr \right)^2.
\]
By the same discussion as for the estimate of (5.77), and noticing the strong continuity of \( e^{At} \), we conclude that for \( 0 < \gamma < 1 \),
\[
\mathbb{E}\|z^{\epsilon}(t) - z^{\epsilon}(s)\|^2 \leq C_T |t - s|^{\gamma}, \quad (5.79)
\]
This implies the tightness of the distributions of \( z^{\epsilon} \) in \( C(0, T; \mathcal{H}) \).
Now, decompose $z^\varepsilon$ into $z_1^\varepsilon$ and $z_2^\varepsilon$, which solve

$$
\dot{z}_1^\varepsilon = A z_1^\varepsilon + \frac{1}{\sqrt{\varepsilon}} [f(u, \eta^\varepsilon) - \bar{f}(u)], \quad z_1(0)^\varepsilon = 0,
$$

and

$$
\dot{z}_2^\varepsilon = A z_2^\varepsilon + \frac{1}{\sqrt{\varepsilon}} [f(u^\varepsilon, v^\varepsilon) - f(u, \eta^\varepsilon)], \quad z_2^\varepsilon(0) = 0,
$$

respectively. Similar to the discussion for $z^\varepsilon$ above, we see that the probability distribution measures of $z_1^\varepsilon$ and $z_2^\varepsilon$ are both tight in $C(0, T; \mathcal{H})$.

Now we consider $z_1^\varepsilon$ and $z_2^\varepsilon$ separately. Denote by $\nu^\varepsilon_1$ the probability distribution measure (or law) of $z_1^\varepsilon$ induced on $C(0, T; \mathcal{H})$. By the tightness of $\nu^\varepsilon_1$, there is a sequence $\varepsilon_n \to 0$, $n \to \infty$, such that $z_1^{\varepsilon_n}$ converges in distribution to some $z_1$ in $C(0, T; \mathcal{H})$. Denote by $P^0$ the distribution of $z_1$ in $C(0, T; \mathcal{H})$. In fact, $P^0$ is the weak limit of $\nu^\varepsilon_1$. Next we show that $P^0$ uniquely solves a martingale problem.

For $\gamma > 0$, denote by $UC^\gamma(\mathcal{H}, \mathbb{R})$ the space of functions from $\mathcal{H}$ to $\mathbb{R}^1$, which, with their Fréchet derivatives up to the order $\gamma$, are all uniformly continuous. For $h \in UC^\gamma(\mathcal{H}, \mathbb{R})$, denote by $h'$ and $h''$ the first- and second-order Fréchet derivatives, respectively. Then we have the following important lemma.

**Lemma 5.41.** Assume that $(H_1)$, $(H'_2)$, $(H_3)$, and $(H_4)$ hold, and set $\sigma_1 = 0$. Then $P^0$ solves the following martingale problem on $C(0, T; \mathcal{H})$:

$$
\begin{align*}
\frac{d}{d\tau} h(z_1(t)) - h(z_1(0)) - \int_0^t \langle h'(z_1(\tau)), A z_1(\tau) \rangle d\tau - \frac{1}{2} \int_0^t \text{Tr} [h''(z_1(\tau)) B(u)] d\tau
\end{align*}
$$

is a $P^0$ martingale for every $h \in UC^2(\mathcal{H}, \mathbb{R})$. Here

$$
B(u) := 2 \int_0^\infty \mathbb{E} [(f(u, \eta(t)) - \bar{f}(u)) \otimes (f(u, \eta(0)) - \bar{f}(u))] dt,
$$

and $h' = h_z$, $h'' = h_{zz}$ are Fréchet derivatives as defined in § 3.2.

**Proof.** We adapt the approach used in the proof of Theorem 5.11 in order to prove this lemma.

For $0 < s \leq t < \infty$ and $h \in UC^\infty(\mathcal{H})$, we compute, via integration by parts,

$$
\begin{align*}
&h(z_1^\varepsilon(t)) - h(z_1^\varepsilon(s)) = \int_s^t \left( h'(z_1^\varepsilon(\tau)), \frac{dz_1^\varepsilon}{d\tau} \right) d\tau \\
&= \int_s^t \langle h'(z_1^\varepsilon(\tau)), A z_1^\varepsilon(\tau) \rangle d\tau + \frac{1}{\sqrt{\varepsilon}} \int_s^t \langle h'(z_1^\varepsilon(s)), f(u(s), \eta^\varepsilon(\tau)) - \bar{f}(u(s)) \rangle d\tau \\
&\quad + \frac{1}{\sqrt{\varepsilon}} \int_s^t \int_s^\tau h''(z_1^\varepsilon(\delta))(f(u(\delta), \eta^\varepsilon(\tau)) - \bar{f}(u(\delta)), A z_1^\varepsilon(\delta)) d\delta d\tau.
\end{align*}
$$

\[\begin{align*}
&\frac{1}{\epsilon} \int_{s}^{t} \int_{s}^{\tau} h''(z_{1}^\epsilon(\delta)) \left( f(u(\delta), \eta^\epsilon(\tau)) - \bar{f}(u(\delta)), f(u(\delta), \eta^\epsilon(\delta)) - \bar{f}(u(\delta)) \right) d\delta d\tau \\
&+ \frac{1}{\sqrt{\epsilon}} \int_{s}^{t} \int_{s}^{\tau} \langle h'(z_{1}^\epsilon(\delta)), (f'(u(\delta), \eta^\epsilon(\tau)) - \bar{f}'(u(\delta)))u'(\delta) \rangle d\delta d\tau \\
&= \int_{s}^{t} \langle h'(z_{1}^\epsilon(\tau)), Az_{1}^\epsilon(\tau) \rangle d\tau + L_{1} + L_{2} + L_{3} + L_{4}.
\end{align*}\]

Let \(\{e_{i}\}_{i=1}^{\infty}\) be an orthonormal basis of \(H\). Then

\[h''(z_{1}^\epsilon(\delta)) \left( (f(u(\delta), \eta^\epsilon(\tau)) - \bar{f}(u(\delta)), f(u(\delta), \eta^\epsilon(\delta)) - \bar{f}(u(\delta)) \right) = \sum_{i,j=1}^{\infty} \partial_{ij} h(z_{1}^\epsilon(\delta)) \left( (f(u(\delta), \eta^\epsilon(\tau)) - \bar{f}(u(\delta)) \right) \otimes (f(u(\delta), \eta^\epsilon(\delta)) - \bar{f}(u(\delta))), e_{i} \otimes e_{j},\]

where \(\partial_{ij} = \partial_{ei} \partial_{ej}\), and \(\partial_{ei}\) is the directional derivative operator in the direction \(e_{i}\).

Define

\[A_{ij}^\epsilon(\delta, \tau, u) := \left( (f(u, \eta^\epsilon(\tau)) - \bar{f}(u)) \otimes (f(u, \eta^\epsilon(\delta)) - \bar{f}(u)), e_{i} \otimes e_{j}\right).\]

Then:

\[L_{3} = \frac{1}{\epsilon} \sum_{ij} \int_{s}^{t} \int_{s}^{\tau} \partial_{ij} h(z_{1}^\epsilon(\delta)) A_{ij}^\epsilon(\delta, \tau, u(\delta)) d\delta d\tau = \frac{1}{\epsilon} \sum_{ij} \int_{s}^{t} \int_{s}^{\tau} \int_{s}^{\delta} \partial_{ij} h'(z_{1}^\epsilon(\lambda)),\]

\[\begin{align*}
&\left[ Az_{1}^\epsilon(\lambda) + \frac{1}{\sqrt{\epsilon}} (f(u(\lambda), \eta^\epsilon(\lambda)) - \bar{f}(u(\lambda))) \right] \tilde{A}_{ij}^\epsilon(\delta, \tau, u(\lambda)) d\lambda d\delta d\tau \\
+ \frac{1}{\epsilon} \sum_{ij} \int_{s}^{t} \int_{s}^{\tau} \int_{s}^{\delta} \partial_{ij} h(z_{1}^\epsilon(\lambda)) \partial_{u} \tilde{A}_{ij}^\epsilon(\delta, \tau, u(\lambda)) u'(\lambda) d\lambda d\delta d\tau \\
+ \frac{1}{\epsilon} \sum_{ij} \int_{s}^{t} \int_{s}^{\tau} \partial_{ij} h(z_{1}^\epsilon(s)) \tilde{A}_{ij}^\epsilon(\delta, \tau, u(s)) d\delta d\tau \\
+ \frac{1}{\epsilon} \sum_{ij} \int_{s}^{t} \int_{s}^{\tau} \partial_{ij} h(z_{1}^\epsilon(\delta)) \mathbb{E}[A_{ij}^\epsilon(\delta, \tau, u(\delta))] d\delta d\tau \]
\]

\(\triangleq L_{31} + L_{32} + L_{33} + L_{34},\)

where \(\tilde{A}_{ij}^\epsilon(\delta, \tau, u) \triangleq A_{ij}^\epsilon(\delta, \tau, u) - \mathbb{E}[A_{ij}^\epsilon(\delta, \tau, u)].\) For every bounded continuous function \(\Phi\) on \(C(0, s; H)\), define \(\Phi(\cdot, \omega) \triangleq \Phi(z_{1}^\epsilon(\cdot, \omega)).\) Then, by the estimates on \(u\)
(Lemma 5.29 with $\sigma_1 = 0$), Lemma 5.14 and the same discussion as in the proof of Theorem 5.11, we have

$$|E[(L_{31} + L_{32} + L_{33})\Phi]| \to 0 \text{ as } \epsilon \to 0.$$  

Now we determine the limit of $\int_s^\tau E A_{ij}^\epsilon(\delta, \tau, u) d\delta$ as $\epsilon \to 0$. Note that $\eta(t)$ is stationary and correlated. Set

$$b^{ij}(\tau - \delta, u) \triangleq E[((f(u, \eta(\tau)) - \bar{f}(u)) \otimes (f(u, \eta(\delta)) - \bar{f}(u)), e_i \otimes e_j)].$$

Hence,

$$E[A_{ij}^\epsilon(\delta, \tau, u)] = b^{ij}(\frac{\tau - \delta}{\epsilon}, u).$$

Due to the property of strong mixing with exponential rate, we pass the limit $\epsilon \to 0$ and get

$$\int_0^{(\tau-\delta)/\epsilon} b^{ij}(\lambda, u) d\lambda \to \int_0^\infty b^{ij}(\lambda, u) d\lambda \triangleq \frac{1}{2} B_{ij}(u), \epsilon \to 0.$$

The following step is similar to the estimation for $I_1$ in the proof of Theorem 5.11. If $\epsilon_n \to 0$ as $n \to \infty$, then $\nu^{\epsilon_n} \to P^0$ and

$$\lim_{n \to \infty} E[L_3\Phi] = \frac{1}{2} \int_s^\tau E^{P^0}(\text{Tr}[h''(z_1(\tau)) B(u(\tau))]\Phi)d\tau,$$

where

$$B(u) \triangleq \sum_{i,j} B_{ij}(u)(e_i \otimes e_j).$$

Moreover, by the assumption on $f$ and Lemma 5.29, $B(u) : H \to H$ is a Hilbert–Schmidt operator.

Similarly, by Lemma 5.13 and the same discussion for the estimate of $L_3$,

$$E[L_1\Phi + L_2\Phi] \to 0 \text{ as } \epsilon \to 0.$$  

By the tightness of $z_\epsilon$ in $C(0, T; H)$, the sequence $z_{1n}^{\epsilon_n}$ has a limit process, denoted by $z_1$, in the weak sense. Therefore,

$$\lim_{n \to \infty} E\left[\int_s^\tau \langle h'(z_1^{\epsilon_n}(\tau)), A z_{1n}^{\epsilon_n}(\tau)\rangle\Phi d\tau\right] = E\left[\int_s^\tau \langle h'(z_1(\tau)), A z_1(\tau)\rangle\Phi d\tau\right],$$

and

$$\lim_{n \to \infty} E\left[(h(z_1^{\epsilon_n}(t)) - h(z_1^{\epsilon_n}(s)))\Phi\right] = E\left[(h(z_1(t)) - h(z_1(s)))\Phi\right].$$
Finally, we have

\[
\mathbb{E}^{P_0}\left[ (h(z_1)(t) - h(z_1(s))) \Phi \right] = \mathbb{E}^{P_0}\left[ \int_s^t \langle h'(z_1(\tau)), A z_1(\tau) \rangle \Phi \, d\tau \right] + \frac{1}{2} \mathbb{E}^{P_0}\left\{ \int_s^t \text{Tr}[h''(z_1(\tau)) B(u(\tau))] \Phi \, d\tau \right\}. \tag{5.82}
\]

By an approximation argument, we know that (5.82) actually holds for all \( h \in UC^2(H) \).

This completes the proof of this lemma. \( \square \)

**Back to the proof of Theorem 5.34.** By the uniqueness of solution and Theorem 4.26, the limit of \( \nu_\epsilon^1 \), denoted by \( P_0 \) as above is unique and solves the martingale problem related to the following stochastic partial differential equation:

\[
dz_1 = A z_1 \, dt + d\tilde{W}, \tag{5.83}
\]

where \( \tilde{W}(t) \) is an \( H \)-valued Wiener process, defined on a new probability space \((\bar{\Omega}, \bar{\mathcal{F}}, \bar{P})\), with covariance operator \( B(u) \), such that \( z_1^\epsilon \) converges in probability \( \bar{P} \) to \( z_1 \) in \( C(0, T; H) \).

Moreover, recall that the distribution (or law) of \( z_2^\epsilon \) on \( C(0, T; H) \) is also tight. Let \( z_2 \) be one weak limit point of \( z_2^\epsilon \) in \( C(0, T; H) \). Then \( z_2 \) solves the following equation:

\[
\dot{z}_2 = A z_2 + \tilde{f}_u'(u) z, \quad z_2(0) = 0. \tag{5.84}
\]

By the well-posedness of the above problem, \( z^\epsilon \) uniquely converges in distribution to \( z_2 \), which solves

\[
dz = [A z + \tilde{f}_u'(u) z] \, dt + d\tilde{W}. \tag{5.85}
\]

This finishes the proof of the normal deviation result, Theorem 5.34. \( \square \)

**Remark 5.42.** By the martingale representation theorem, the approximation of deviation is in the sense of distribution rather than probability.

In the case when the fast part has nonlinear coupling with the slow part, we assume that \( g = g(u, v) : H \times H \rightarrow H \) is Lipschitz continuous in \( (u, v) \). Then the stationary solution \( \eta_u(t) \) of the fast system \( \eta(t) \) depends on \( u \). Now, in the proof of the deviation result, \( \overline{A}_{ij}(\delta, \tau, u) \) should be defined as

\[
\overline{A}_{ij}(\delta, \tau, u) \overset{\Delta}{=} \{(f(u, \eta_u^\epsilon(\tau)) - \tilde{f}(u)) \otimes (f(u, \eta_u^\epsilon(\tau)) - \tilde{f}(u)), e_i \otimes e_j \}.
\]

The above proof for the deviation result still holds, since \( u(t) \) is deterministic. Thus, we also have the deviation result under assumptions (H1)–(H4).

**Remark 5.43.** By applying a direct verification of the Guassian property, Cerrai [67] has also obtained the limit of \( z^\epsilon \). Moreover, the covariance operator of the driven process for \( z \) is given in the following weak sense:

\[
\Phi(u)(h, k) \overset{\Delta}{=} \int_0^\infty \left\{ \int_H \left[ \langle f(u, \cdot), h \rangle \langle P_1 f(u, \cdot), k \rangle + \langle f(u, \cdot), k \rangle \langle P_1 f(u, \cdot), h \rangle \right] \, d\mu - 2 \langle \tilde{f}(u), h \rangle \langle \tilde{f}(u), k \rangle \right\} \, dt,
\]
for \( h, k \in H \). Here, \( P_t \) is the semigroup defined by (5.52) and it is independent of \( u \). Notice that \( \mu \) is the unique stationary measure of \( P_t \). By direct calculation, we can verify that

\[
\Phi(u)(h, k) = B(u)(h, k), \quad \text{for} \quad h, k \in H.
\]

### 5.6 Macroscopic Reduction for Stochastic Systems

We apply the above averaging and normal deviation principles to a stochastic partial differential equation with non-Lipschitz nonlinearity and derive a macroscopic reduction model. This result is applied to macroscopically reduce stochastic reaction-diffusion equations by artificially separating the system into two distinct slow and fast time parts [303].

Consider the following stochastic partial differential equation on the interval \((0, \pi)\):

\[
\begin{align*}
\partial_t w^\epsilon &= \partial_{xx} w^\epsilon + (1 + \epsilon \gamma) w^\epsilon - (w^\epsilon)^3 + \sigma \sqrt{\epsilon} \partial_t W \\
 w^\epsilon(0, t) &= w^\epsilon(\pi, t) = 0
\end{align*}
\]

(5.86) with parameter \( \gamma \in \mathbb{R} \). We assume that only the second spatial mode is forced by white noise, that is, \( W(x, t) = w_2(t) \sin 2x \), where \( w_2(t) \) is a standard scalar Wiener process.

Let \( H = L^2(0, \pi) \) and \( A = \partial_{xx} \) with the zero Dirichlet boundary conditions. Then \( A \) has eigenvalues \( \lambda_k = -k^2 \) with corresponding eigenfunctions \( e_k(x) = \sin(kx) \), \( k = 1, 2, \ldots \).

Notice that the system is dissipative. Consider the stochastic system (5.86) on long time scales of order \( \epsilon^{-1} \). Decompose the field \( w^\epsilon(t) = \sqrt{\epsilon} u^\epsilon(t') + \sqrt{\epsilon} v^\epsilon(t') \) in the slow time \( t' = \epsilon t \). Then we have the following slow-fast system:

\[
\begin{align*}
\partial_{t'} u^\epsilon &= \gamma u^\epsilon - \mathcal{P}_1(w^\epsilon)^3, \\
\partial_{t'} v^\epsilon &= \frac{1}{\epsilon} \left[ \partial_{xx} + 1 + \epsilon \gamma \right] v^\epsilon - \mathcal{Q}_1(w^\epsilon)^3 + \frac{\sigma}{\sqrt{\epsilon}} \mathcal{Q}_1 \partial_{t'} W',
\end{align*}
\]

(5.88) (5.89)

where \( W'(t') \) is the scaled Wiener process \( \sqrt{\epsilon} W(\epsilon^{-1}t') \), which has the same distribution as \( W(t) \); \( \mathcal{P}_1 \) is the projection from \( H = L^2(0, \pi) \) to the subspace \( H_1 = \{a \sin x : a \in \mathbb{R}\} \); and \( \mathcal{Q}_1 = \text{Id}_H - \mathcal{P}_1 \). We denote \( H_1^\perp = \mathcal{Q}_1 H \).

To apply Theorem 5.20 and Theorem 5.34 to the above slow-fast system whose nonlinearity is non-Lipschitz, we need some estimates for the solutions.

First, we still denote \( w^\epsilon = (u^\epsilon, v^\epsilon) \). Thus,

\[
\begin{align*}
\partial_{t'} w^\epsilon &= A_{\epsilon} w^\epsilon + f(w^\epsilon) + \Sigma_{\epsilon} \partial_{t'} W', \quad \text{on} \quad 0 < x < \pi,
\end{align*}
\]

(5.90)

where \( A_{\epsilon} = \text{diag}(\gamma, \epsilon^{-1}(\partial_{xx} + 1 + \epsilon \gamma)) \) with zero Dirichlet boundary conditions, \( f(w) = -w^3 \), and \( \Sigma_{\epsilon} = \text{diag}(0, \sigma Q/\sqrt{\epsilon}) \) with \( Q = \sin(2x) \). We also introduce the following linear system

\[
\partial_{t'} z^\epsilon = A_{\epsilon} z^\epsilon + \Sigma_{\epsilon} \partial_{t'} W, \quad z^\epsilon(0) = 0.
\]
By the assumption on $W$,
\[
z^\varepsilon(t') = \frac{\sigma}{\sqrt{\varepsilon}} \int_0^{t'} e^{-(3-\varepsilon\gamma)(t'-s)/\varepsilon} \, dw_2(s) \sin(2x).
\]
Then we have the following result.

**Lemma 5.44.** For every $T > 0$ and $q \geq 2$,
\[
\sup_{0 \leq t' \leq T} \mathbb{E}\|z^\varepsilon(t')\|^q + \mathbb{E} \int_0^T |z^\varepsilon_{xx}(t')|_{L^q}^q \, dt' \leq C_q T.
\]
(5.91)

Next, we present an estimate on $w^\varepsilon$. Define $\tilde{w}^\varepsilon \triangleq w^\varepsilon - z^\varepsilon$. By (5.90),
\[
\frac{d}{dt'} \tilde{w}^\varepsilon = A_\varepsilon \tilde{w}^\varepsilon + f(w^\varepsilon),
\]
(5.92)
which is equivalent to
\[
\begin{align*}
\frac{d}{dt'} \tilde{u}^\varepsilon & = \gamma \tilde{u}^\varepsilon + P_1 f(w^\varepsilon), \\
\frac{d}{dt'} \tilde{v}^\varepsilon & = \varepsilon^{-1} [\partial_{xx} \tilde{v}^\varepsilon + \varepsilon \tilde{v}^\varepsilon] + \gamma \tilde{v}^\varepsilon + Q_1 f(w^\varepsilon),
\end{align*}
\]
with zero Dirichlet boundary conditions on $(0, \pi)$ and $\tilde{w}^\varepsilon = (\tilde{u}^\varepsilon, \tilde{v}^\varepsilon)$.

We estimate
\[
\begin{align*}
\frac{1}{2} \frac{d}{dt'} \|\tilde{w}^\varepsilon\|^2 & = -\gamma \|\tilde{u}^\varepsilon\|^2_1 - \varepsilon^{-1}(\|\tilde{v}^\varepsilon\|^2_1 + \|\tilde{v}^\varepsilon\|^2) + \gamma \|v^\varepsilon\|^2 + \langle f^\varepsilon(w^\varepsilon), w^\varepsilon \rangle \\
& \leq -\gamma \|\tilde{u}^\varepsilon\|^2_1 - |w^\varepsilon|^4_{L^4(I)} + |w^\varepsilon|^3_{L^4(I)} |z^\varepsilon|_{L^4(I)} \\
& \leq -\|\tilde{w}^\varepsilon\|^2 - c_1 |w^\varepsilon|^4_{L^4(I)} + c_2 |z^\varepsilon|^4_{L^4(I)},
\end{align*}
\]
for some constants $c_1, c_2 > 0$. Integrating with respect to time yields
\[
\sup_{0 \leq t' \leq T} \|\tilde{w}^\varepsilon(t')\|^2 + 2 \int_0^T \|\tilde{w}^\varepsilon(s)\|^2 ds + 2c_1 \int_0^T |w^\varepsilon(s)|^4_{L^4} ds \\
\leq \|w_0\|^2 + 2c_2 \int_0^T |z^\varepsilon(s)|^4_{L^4} ds.
\]
(5.93)

Note also that there are constants $c_3, c_4 > 0$ such that for small $\varepsilon > 0$
\[
\frac{1}{2} \frac{d}{dt'} \|\tilde{w}^\varepsilon\|^2_1 = -\langle A_\varepsilon \tilde{w}^\varepsilon, -\tilde{w}^\varepsilon_{xx} \rangle - \langle f(w^\varepsilon), w^\varepsilon + z^\varepsilon_{xx} \rangle \\
\leq -\|\tilde{w}^\varepsilon_{xx}\|^2 + |w^\varepsilon|^3_{L^3} |z^\varepsilon|_{L^4} \\
\leq -\|\tilde{w}^\varepsilon\|^2_1 + c_3 |w^\varepsilon|^4_{L^4} + c_4 |z^\varepsilon_{xx}|^4_{L^4}.
\]
Again, integrating with respect to time yields
\[
\sup_{0 \leq t' \leq T} \|\tilde{w}^\varepsilon(s)\|^2_1 \leq \|w_0\|^2 - \int_0^{t'} \sup_{0 \leq \tau \leq s} \|\tilde{w}^\varepsilon(\tau)\|^2 ds + 2c_3 \int_0^T |w^\varepsilon(s)|^4_{L^4} ds \\
+ 2c_4 \int_0^T |z^\varepsilon_{xx}(s)|^4_{L^4} ds.
\]
Using the Gronwall inequality and noticing (5.93), we obtain, for some constant $C > 0$,

$$\sup_{0 \leq t' \leq T} \| \tilde{w}^ε(t') \|_1^2 \leq C \left( 1 + \| w_0 \|_1^2 + \int_0^T |z_{xxx}^ε(s)|_{L^4}^4 \, ds \right). \tag{5.94}$$

Notice that for a fixed slow mode, the fast mode $v^ε$ has a unique stationary solution whose distribution is difficult to write out. However, for small $ε > 0$, the fast mode can be approximated by a simple Ornstein–Uhlenbeck process $η^ε$, which solves the following linear equation for small $ε > 0$,

$$\partial_t η^ε = \frac{1}{ε} \left( \partial_{xx} + 1 \right) η^ε + \frac{σ}{√ε} Q_1 \partial_t W, \quad η^ε(0) = v^ε(0). \tag{5.95}$$

In fact, let $V^ε ≜ v^ε − η^ε$. We see that

$$\partial_t V^ε = \frac{1}{ε} \left( \partial_{xx} + 1 \right) V^ε + γ v^ε + Q_1 f(u^ε + v^ε), \quad V^ε(0) = 0.$$

Using the estimates on $w^ε$, we conclude that for every $T > 0$, there exists a constant $C_T > 0$ such that

$$\mathbb{E} \sup_{0 \leq t' \leq T} \| v^ε(t') − η^ε(t') \| \leq ε C_T (1 + \| w_0 \|_1^4). \tag{5.96}$$

By the above simple approximation for high modes, we now approximate the slow mode $u^ε$ by an averaged equation. The above linear Equation (5.95) has a unique stationary solution $\bar{η}^ε$ with distribution $μ$ that is independent of $ε$. Decomposing $\bar{η}^ε = \sum_i \bar{η}_i e_i$, $\bar{η}_i = 0$ for $i \neq 2$, the scalar stationary process $\bar{η}_2$ satisfies the following stochastic ordinary differential equation:

$$d\eta_2 = -\frac{3}{ε} \eta_2 dt' + σ \sqrt{\frac{1}{ε}} dw_2',$$

where $w_2'(t')$ is the scaled Wiener process $√ε w_2(ε^{-1} t)$, which has the same distribution as $w_2(t)$. Note that the distribution of $\bar{η}_2$ is the one-dimensional normal distribution $N\left(0, \frac{1}{6} σ^2\right)$. Define $\overline{P}_1 f(u) ≜ \int_{H_1^⊥} P_1 f(u, v) \mu(dv)$, and introduce the following averaged equation for $u^ε$:

$$\partial_t u = γ u + \overline{P}_1 f(u) = γ u − P_1 u^3 − \frac{3σ^2}{6} P_1 (u \sin^2 2x). \tag{5.97}$$

In order to apply Theorem 5.20 to $u^ε$, first we need a similar result like (5.51), which follows from the discussion in Remark 5.28. Furthermore, notice that

$$\| u_1^3 − u_2^3 \| \leq 2(\| u_1 \|_1^2 + \| u_2 \|_1^2) \| u_1 − u_2 \|.$$

This means $u^3 : H_0^1 \rightarrow H$ is Lipschitz on bounded sets of $H_0^1$. By the estimate (5.94), the discussion of the proof of Theorem 5.20 is applicable to $w^ε$. Hence, we arrive at the following theorem.
Theorem 5.45. For every $T > 0$, $u^\epsilon$ for the slow-fast system (5.88)–(5.89) converges in probability to $u$ for the averaged system (5.97), in $C(0, T; H_1)$. Moreover, the rate of convergence is $\frac{1}{2}$, that is, for every $\kappa > 0$,

$$P \left\{ \sup_{0 \leq t' \leq T} \| u^\epsilon(t') - u(t') \| \leq C_T^\kappa \sqrt{\epsilon} \right\} > 1 - \kappa,$$

for some constant $C_T^\kappa > 0$.

By the averaged Equation (5.97), we see a stabilization effect of the noise. In fact, if we write $u = A(t') \sin x$, then the amplitude $A$ satisfies the Landau equation

$$\frac{dA}{dt'} = \left( \gamma - \frac{\sigma^2}{4} \right) A - \frac{3}{4} A^3. \tag{5.98}$$

Therefore, if $\sigma > 2\sqrt{\lambda}$, the system is stabilized.

Recently Blömker [43,44] also considered the amplitude equation for SPDEs by asymptotic methods. The same amplitude Equation (5.98) is obtained. Moreover, a deviation estimate provides a higher-order approximation in the sense of distribution.

Still, by the estimates (5.94) and the Lipschitz property of $u^3 : H_0^1 \to H$ on bounded sets of $H_0^1$, a proof similar to that of Lemma 5.41 is also applicable to $w^\epsilon$. Now we calculate the deviation. Noticing that $\eta = \eta_2 \sin 2x$ and by the deviation result, we have

$$B(u) = 2 \mathbb{E} \int_0^\infty \left[ P_1(u + \eta(s))^3 - P_1(u + \eta)^3 \right] \otimes \left[ P_1(u + \eta(0))^3 - P_1(u + \eta)^3 \right] ds$$

$$= 18A^2 \int_0^\infty \mathbb{E} \left[ (\eta_2^2(s) - \mathbb{E}\eta_2^2)(\eta_2^2(0) - \mathbb{E}\eta_2^2) \right] \langle e_1^2, e_2^2 \rangle ds \, e_1(x) \otimes e_1(x)$$

$$= \frac{\sigma^4}{24} A^2 e_1(x) \otimes e_1(x).$$

Then, writing $\lim_{\epsilon \to 0} (u^\epsilon - u)/\sqrt{\epsilon} \cong \rho_1 \sin x$ and noticing that $3P_1[(\mathbb{E}\eta^2)\rho_1] = \sigma^2 \rho_1/4$, the deviation $\rho_1$ solves the Ornstein–Uhlenbeck-like SDE

$$d\rho_1 = \left( \gamma - \frac{\sigma^2}{4} - \frac{9}{4} A^2 \right) \rho_1 \, dt' + \frac{\sigma^2}{2\sqrt{6}} A \, dw, \quad \rho_1(0) = 0, \tag{5.99}$$

where $w$ is a standard scalar Brownian motion.

In order to derive a macroscopic reduced model, we formally add the deviation to the averaged equation, which yields, on time scale $t'$,

$$d\bar{A}^\epsilon = \left[ \left( \gamma - \frac{\sigma^2}{4} \right) \bar{A}^\epsilon - \frac{3}{4} (\bar{A}^\epsilon)^3 \right] dt' + \frac{\sqrt{\epsilon} \sigma^2}{2\sqrt{6}} \bar{A}^\epsilon \, dw(t'). \tag{5.100}$$

Here, we omit the higher-order terms. The above equation is not rigorously verified, but we adapt the construction of stochastic slow manifolds for dissipative SPDEs [266]
to \text{SPDE (5.86)}. Recall that we chose \( W = w_2(t) \sin 2x \), and \( \lambda_2 = 1 \). In terms of the amplitude \( a(t) \) of the fundamental mode \( \sin x \), computer algebra readily derives that the stochastic slow manifold of the \text{SPDE (5.86)} is

\[
\begin{align*}
\dot{w} = a \sin x + \frac{1}{32} a^3 \sin 3x + \sqrt{\epsilon} \sigma \sin 2x e^{-3t} \ast \dot{w}_2 \\
+ \epsilon^{3/2} \gamma \sigma \sin 2x e^{-3t} \ast e^{-3t} \ast \dot{w}_2 + \cdots
\end{align*}
\]

(5.101)

The history convolution of the noise, \( e^{-3t} \ast \dot{w}_2 = \int_{-\infty}^t e^{-3(t-s)} dw_2(s) \), that appears in the shape of this stochastic slow manifold helps us eliminate such history integrals in the evolution \textit{except} in the nonlinear interactions between noises. The amplitude equation is

\[
\dot{a} = \epsilon \gamma a - \frac{3}{4} a^3 - \frac{1}{2} \epsilon \sigma^2 a (\dot{w}_2 e^{-3t} \ast \dot{w}_2) + \cdots
\]

Analogous to the averaging and deviation theorems, an analysis of Fokker–Planck equations \cite{266,310} then asserts that the canonical quadratic noise interaction term in this equation should be replaced by the sum of a mean drift and an effectively new independent noise process. Thus, the evolution on this stochastic slow manifold is

\[
da \approx \left[ \epsilon \left( \gamma - \frac{1}{4} \sigma^2 \right) a - \frac{3}{4} a^3 \right] dt + \frac{1}{2\sqrt{6}} \epsilon \sigma^2 a d\tilde{w} + \cdots
\]

(5.102)

where \( \tilde{w} \) is a real valued standard Brownian motion. The stochastic model (5.102) is exactly consistent with the macroscopic model (5.100) on time scale \( t' \) with \( a(t)\sin x = \sqrt{\epsilon} \tilde{A}(\epsilon t) \).

\textbf{Remark 5.46.} The above stochastic slow manifold discussion implies the effectiveness of \text{Equation (5.73)}.}

\section*{5.7 Large Deviation Principles for the Averaging Approximation}

The averaged equation does not capture all qualitative properties of \( u^\epsilon \). Formally we can write out \text{Equation (5.73)}, but rigorous verification is difficult. For \text{Equation (5.73)}, \( \tilde{u}^\epsilon \) is perturbed by a small Gaussian white noise. A large deviation principle (LDP) may hold under some conditions, yielding occurrence of a small probability event such as the exit of \( \tilde{u}^\epsilon \) from a fixed neighborhood of a stable steady state of the averaged equation. This probability of exit is controlled by a rate function. So, if \( u^\epsilon \) also has the LDP with the same rate function as \( \tilde{u}^\epsilon \), this will show the effectiveness of “the averaged equation plus deviation.”

Such large deviations (LD) from the averaged equation were initiated by Freidlin and Wentzell \cite[Ch. 7]{134} for SDEs. In this section we present the LDP result for slow-fast SPDEs and show that the rate function is exactly that of (5.73), which further shows the effectiveness of “the averaged equation plus deviation,” that is, \text{Equation (5.73)}.
5.7.1 Large Deviations for Slow-Fast SPDEs

We consider the SPDEs (5.33)–(5.34) with $\sigma_1 = 0$. Additionally, the following assumption is made:

$$(H_5)$$ There are constants $c_0, c_1 > 0$ such that

$$\langle B(\varphi)h, h \rangle \geq c_0 \|h\|^2 \quad \text{and} \quad \langle DB(\varphi)h, h \rangle < c_1 \|h\|^2, \quad \forall \varphi, h \in H,$$

where $B$ is defined in (5.71) and $DB$ is the Fréchet derivative of $B$.

For the slow-fast stochastic system (5.33)–(5.34), we define the following skeleton equation:

$$\dot{\varphi} = A\varphi + \bar{f}(\varphi) + \sqrt{B(\varphi)}h, \quad \varphi(0) = u_0,$$

where $\sqrt{B(\varphi)}$ is the square root of positive operator $B(u)$, which is well defined by the decomposition theorem [262, Ch. VIII.9]. We also define the rate function

$$I_u(\varphi) \triangleq \inf_{h \in L^2(0,T;H)} \left\{ \frac{1}{2} \int_0^T \|h(s)\|^2 ds : \varphi = \varphi^h \right\},$$

where $\varphi^h$ solves (5.103) and $\inf \emptyset = +\infty$. We have the following result.

**Theorem 5.47.** Assume that $(H_1)$–$(H_5)$ hold and $\sigma_1 = 0$. Then, for every $T > 0$, $[u^\epsilon]$ satisfies the LDP with a good rate function $I_u$ in $C(0,T;H)$.

**Remark 5.48.** By an LDP result for SPDEs ([94, Theorem 12.15] or Section 4.8), the function $I_u(\varphi)$ is indeed the rate function of the following system:

$$d\tilde{u}^\epsilon = [A\tilde{u}^\epsilon + \bar{f}(\tilde{u}^\epsilon)]dt + \sqrt{\epsilon} \sqrt{B(\tilde{u}^\epsilon)} dW(t), \quad \tilde{u}^\epsilon(0) = u_0,$$

which is exactly the averaged equation plus the deviation. This fact confirms the effectiveness of the averaged equation plus the fluctuating deviation to slow-fast SPDEs.

The theorem can be proved by adapting the approach for slow-fast stochastic ordinary differential equations [134, Ch. 7.4 and Ch. 7.5] to slow-fast SPDEs, although some different estimates are needed [304]. We omit the detailed proof [304] but present the following example.

**Example 5.49.** We consider the following slow-fast SPDEs on the interval $(0, l)$ with the zero Dirichlet boundary conditions:

$$\partial_t u^\epsilon = \partial_{xx} u^\epsilon + \lambda \sin u^\epsilon - v^\epsilon, \quad u^\epsilon(0) = u_0,$$

$$\epsilon \partial_t v^\epsilon = \partial_{xx} v^\epsilon - v^\epsilon + u^\epsilon + \sqrt{\epsilon} \sigma \partial_t W(t), \quad v^\epsilon(0) = v_0,$$

where $W(t)$ is a $L^2(0,l)$-valued $Q$-Wiener process with $\text{Tr}(Q) < \infty$, and $\lambda, \sigma$ are positive constants. As usual, the small parameter $\epsilon$ measures the separation of time scales between the fast mode $v$ and the slow mode $u$.
Note that the nonlinear interaction function, \( f(u, v) = \lambda \sin u - v \), is Lipschitz continuous. Introduce the operator \( A = \partial_{xx} \) with the zero boundary conditions on \((0, l)\). Now, for a fixed \( u \), the fast system (5.108) has a unique stationary solution \( \eta^{e,u} \) with distribution

\[
\mu_u = \mathcal{N}\left((I - A)^{-1}u, \sigma^2 \frac{(I - A)^{-1}Q}{2}\right).
\]

Then:

\[
\tilde{f}(u) = \lambda \sin u - (I - A)^{-1}u.
\]

Let \( \eta^u \) be the stationary solution of

\[
\partial_t v = \partial_{xx} v - v + u + \sigma \partial_t W(t)
\]

for fixed \( u \in L^2(0, l) \). Hence, \( \eta^u \) and \( \mu_u \) have the same distribution, and

\[
B(u) = 2\mathbb{E} \int_0^\infty \left[ \eta^u(t) - (I - A)^{-1}u \right] \otimes \left[ \eta^u(0) - (I - A)^{-1}u \right] dt.
\]

Noticing that

\[
\mathbb{E} \eta^u(t) \otimes \eta^u(0) = \sigma^2 \exp\{- (I - A)t\} \left[ \frac{(I - A)^{-1}Q}{2} \right] + (I - A)^{-2}u \otimes u,
\]

we then have

\[
\sqrt{B(u)} = (I - A)^{-1} \sigma \sqrt{Q},
\]

which is independent of \( u \) and satisfies assumption (H5). By Theorem 5.47, \( \left\{ u^\epsilon \right\} \) satisfies LDP on \( C(0, T; H) \) with a good rate function

\[
I_u(\varphi) \triangleq \inf_{h \in L^2(0, T; H)} \left\{ \frac{1}{2} \int_0^T \left\| h(s) \right\|^2 ds : \varphi = \varphi^h \right\},
\]

where \( \varphi^h \) solves

\[
\dot{\varphi} = A\varphi + \lambda \sin \varphi - (I - A)^{-1}\varphi + (I - A)^{-1} \sigma \sqrt{Q}h, \quad \varphi(0) = u_0.
\]

Furthermore, the rate function is

\[
I_u(\varphi) \triangleq \frac{1}{2} \int_0^T \left\| \frac{I - A}{\sqrt{Q}} \left[ \dot{\varphi}(s) - A\varphi(s) - \lambda \sin \varphi + (I - A)^{-1}\varphi \right] \right\|^2 ds,
\]

(5.109)

for absolutely continuous \( \varphi \). Otherwise \( I_u(\varphi) = \infty \). Here, the operator \( (I - A)/\sqrt{Q} \) is well defined as \( \text{Tr}(Q) < \infty \).
Now we write out the averaged equation plus the deviation for (5.107)–(5.108) as 
\[
d\bar{u}^\epsilon = [A\bar{u}^\epsilon + \lambda \sin \bar{u}^\epsilon - (I - A)^{-1}\bar{u}^\epsilon]dt + \sqrt{\epsilon}\sigma(I - A)^{-1}\sqrt{Q}d\bar{W}(t). \tag{5.110}
\]
This is an effective model for the slow-fast SPDE system (5.107)–(5.108).

By the LDP for stochastic evolutionary equation [94, Ch. 12], \{\bar{u}^\epsilon\} satisfies LDP with rate function \(I_u(\varphi)\) defined by (5.109). For \(\epsilon = 0\) and a large enough parameter \(\lambda\), the model (5.110) is a deterministic system with two stable states near zero. For small \(\epsilon > 0\), the noise causes orbits of the stochastic system (5.110) near one stable state to the position near the other one [123], which shows the metastability of the system (5.110). The original slow-fast stochastic system (5.107)–(5.108) also has this metastability, which shows that the averaged equation plus deviation, (5.110), indeed describes the metastability of \{u^\epsilon\} solving (5.107)–(5.108) for small \(\epsilon > 0\). In other words, the effective model (5.110) is a good approximation of the original slow-fast stochastic system (5.107)–(5.108).

5.8 PDEs with Random Coefficients

We present an averaging principle for some PDEs with random oscillating coefficients (called random PDEs), which generalizes the result of Theorem 5.16. This is not in the scope of SPDEs but can be derived from a slow-fast SPDE in the form of (5.30)–(5.31) with \(\sigma_1 = 0\). This result will also be used in a random slow manifold reduction in Chapter 6.

We consider the following PDE with random oscillating coefficients on a bounded interval \((0, l)\):
\[
u^\epsilon_t = u^\epsilon_{xx} + f(u^\epsilon, t/\epsilon, \omega), \quad u^\epsilon(0) = u_0 \in H = L^2(0, l), \tag{5.111}
\]
with zero Dirichlet boundary conditions. Here we assume that

(H) For every \(t\), \(f(t, \cdot)\) is Lipschitz continuous in \(u\) with Lipschitz constant \(L_f\) and \(f(t, 0) = 0\). For every \(u \in L^2(0, l)\), \(f(\cdot, u)\) is a \(L^2(0, l)\)-valued stationary random process and is strongly mixing with exponential decay rate \(\gamma > 0\), i.e.,
\[
sup_{s \geq 0} \sup_{A \in \mathcal{F}_{0}^s, B \in \mathcal{F}_{s+t}^\infty} |\mathbb{P}(A \cap B) - \mathbb{P}(A)\mathbb{P}(B)| \leq e^{-\gamma t}, \quad t \geq 0.
\]
Here, \(0 \leq s \leq t \leq \infty\), and \(\mathcal{F}_s^t = \sigma\{f(\tau, u) : s \leq \tau \leq t\}\) is the \(\sigma\)-field generated by \{f(\tau, u) : s \leq \tau \leq t\}.

We introduce the notation \(\varphi(t)\) to quantify the mixing as
\[
\varphi(t) = \sup_{s \geq 0} \sup_{A \in \mathcal{F}_{0}^s, B \in \mathcal{F}_{s+t}^\infty} |\mathbb{P}(A \cap B) - \mathbb{P}(A)\mathbb{P}(B)|.
\]
By the above assumption, for every \(\alpha > 0\),
\[
\int_0^\infty \varphi^\alpha(t) \, dt < \infty.
\]
Remark 5.50. One special case is when \( f(t, u) = F(\eta(t), y) \), where \( F(\cdot, \cdot) \) is Lipschitz continuous and \( \eta(t) \) is a stationary random process that solves the following stochastic differential equation:

\[
dv = v_{xx} dt + dW,
\]

with \( W \) an \( L^2(0, l) \)-valued \( Q \)-Wiener process. This \( f(t, u) \) is strongly mixing and satisfies assumption (H).

In fact, for small \( \epsilon > 0 \), the random PDE (5.111) with \( f(t, u) = F(\eta(t), u) \) can be seen as an effective approximation equation for the following slow-fast SPDE system:

\[
\begin{align*}
    u_t &= u_{xx} + f(u, v), \\
    \epsilon dv &= v_{xx} dt + \sqrt{\epsilon} dW,
\end{align*}
\]

by a random slow manifold reduction; see Chapter 6.

For the random oscillating PDE (5.111), we have an averaging principle as well. Introduce the following averaged equation:

\[
\begin{align*}
    u_t &= u_{xx} + \tilde{f}(u), \\
    u(0) &= u_0, \\
\end{align*}
\]

(5.112)

where \( \tilde{f}(u) = \mathbb{E} f(t, u, \omega) \), and define the deviation process

\[
z^\epsilon(t) \triangleq 1/\sqrt{\epsilon} (u^\epsilon(t) - u(t)),
\]

(5.113)

then the following averaging principle is established.

Theorem 5.51. Assume (H) and let positive \( T \) be given. Then, for every \( u_0 \in H \), the solution \( u^\epsilon(t, u_0) \) of (5.111) converges in mean to the solution \( u \) of (5.112) in \( C(0, T; H) \). Moreover, the rate of convergence is \( \sqrt{\epsilon} \), that is,

\[
\mathbb{E} \sup_{0 \leq t \leq T} \| u^\epsilon(t) - u(t) \| \leq C_T \sqrt{\epsilon}
\]

(5.114)

for some constant \( C_T > 0 \).

Furthermore, the deviation process \( z^\epsilon \) converges in distribution in \( C(0, T; H) \) to \( z \), which solves the following linear SPDE:

\[
\begin{align*}
    dz(t) &= [z_{xx}(t) + \tilde{f}'(u(t))z(t)]dt + d\tilde{W}, \\
    z(0) &= z(l) = 0,
\end{align*}
\]

(5.115)

where \( \tilde{W}(t) \) is an \( H \)-valued Wiener process, defined on a new probability space \( (\tilde{\Omega}, \tilde{F}, \tilde{P}) \) and having covariance operator

\[
B(u) \triangleq 2 \int_0^\infty \mathbb{E} \left[ (f(u, t) - \tilde{f}(u)) \otimes (f(u, 0) - \tilde{f}(u)) \right] dt.
\]

Proof. The proof is similar to the proof of Theorem 5.20 and 5.34 for the slow-fast SPDES.
First, by the assumption of Lipschitz property on $f$ in (H), standard energy estimates yield that for $T > 0$,

$$\sup_{0 \leq t \leq T} \| u^\epsilon(t) \|^2 \leq C_T$$  \hspace{1cm} (5.116)

and

$$\| u^\epsilon(t) - u^\epsilon(s) \| \leq C_T |t - s|$$  \hspace{1cm} (5.117)

with some constant $C_T > 0$. Furthermore, for $T \geq t \geq 0$ and $\varphi \in L^2(0, l)$,

$$\left\langle \int_0^t e^{A(t-s)} [f(u, t/\epsilon) - \bar{f}(u)] ds, \varphi \right\rangle^2 = \int_0^t \int_0^t \left\langle e^{A(t-s)} [f(u, s/\epsilon) - \bar{f}(u)], \varphi \right\rangle \left\langle e^{A(t-\tau)} [f(u, \tau/\epsilon) - \bar{f}(u)], \varphi \right\rangle ds d\tau,$n

where $A$ denotes the Laplacian on $(0, l)$ with zero Dirichlet boundary conditions. Notice that for $s \leq t$

$$\| e^{A(t-s)} [f(u, s/\epsilon) - \bar{f}(u)] \| \leq L_f \| u \|$$

and

$$\mathbb{E} e^{A(t-s)} [f(u, s/\epsilon) - \bar{f}(u)] = 0.$$

Then, by the strong mixing assumption on $f(t, u)$ in (H) and Lemma 5.13 we have for some constant $C_T > 0$

$$\mathbb{E} \left\| \int_0^t e^{A(t-s)} [f(u, s/\epsilon) - \bar{f}(u)] ds \right\| \leq \sqrt{\epsilon} C_T \frac{(1 + \| u \|^2)}{\gamma}, \quad 0 \leq t \leq T.  \hspace{1cm} (5.118)$$

Now we prove the averaging approximation. We still partition the interval $[0, T]$ into subintervals of length $\delta$ with $\delta > 0$ and construct process $\tilde{u}^\epsilon$ such that, for $t \in [k\delta, (k + 1)\delta)$,

$$\tilde{u}^\epsilon(t) = e^{A(t-k\delta)} u^\epsilon(k\delta) + \int_{k\delta}^t e^{A(t-s)} f(u^\epsilon(k\delta), s/\epsilon) ds, \quad u^\epsilon(0) = u_0.$$

Then, by (5.117),

$$\sup_{0 \leq t \leq T} \| u^\epsilon(t) - \tilde{u}^\epsilon(t) \| \leq C_T \delta,$$  \hspace{1cm} (5.119)

for some constant $C_T > 0$. Moreover,

$$u(t) = e^{At} u_0 + \int_0^t e^{A(t-s)} \bar{f}(u(s)) ds.$$
Then, using \(|z|\) to denote the largest integer less than or equal to \(z\),

\[
\sup_{0 \leq s \leq t} \|\tilde{u}^\epsilon(s) - u(s)\| \\
\leq \left\| \int_0^t e^{A(t-s)} \left[ f(u^\epsilon(\lfloor s/\delta \rfloor \delta), s/\epsilon) - \tilde{f}(u^\epsilon(\lfloor s/\delta \rfloor \delta)) \right] ds \right\| \\
+ \left\| \int_0^t e^{A(t-s)} \|\tilde{f}(u^\epsilon(\lfloor s/\delta \rfloor \delta)) - \tilde{f}(u^\epsilon(s))\| ds \right\| \\
+ \left\| \int_0^t e^{A(t-s)} \|\tilde{f}(u^\epsilon(s)) - \tilde{f}(u(s))\| ds \right\|.
\]

Now, from (5.116)–(5.118), we obtain

\[
\mathbb{E} \sup_{0 \leq s \leq t} \|\tilde{u}^\epsilon(s) - u(s)\| \leq C_T \left[ \sqrt{\epsilon} + \int_0^t \mathbb{E} \sup_{0 \leq \tau \leq s} \|u^\epsilon(\tau) - u(\tau)\| ds \right], \tag{5.120}
\]

for some constant \(C_T > 0\). Notice that \(\|u^\epsilon(t) - u(t)\| \leq \|u^\epsilon(t) - \tilde{u}^\epsilon(t)\| + \|\tilde{u}^\epsilon(t) - u(t)\|\). By the Gronwall lemma and (5.119)–(5.120), we have

\[
\mathbb{E} \sup_{0 \leq t \leq T} \|u^\epsilon(t) - u(t)\| \leq C_T \sqrt{\epsilon}. \tag{5.121}
\]

We next consider the deviation. Recall the definition of \(z^\epsilon\):

\[
z^\epsilon = z_{xx}^\epsilon + \frac{1}{\sqrt{\epsilon}} [f(u^\epsilon, t/\epsilon) - \tilde{f}(u)], \quad z^\epsilon(0) = 0
\]

with zero Dirichlet boundary conditions. Then, by exactly the same discussion for (5.77), (5.78), and (5.79), we have the tightness of \(\{z^\epsilon\}\) in \(C(0, T; H)\).

Now, decompose \(z^\epsilon = z_1^\epsilon + z_2^\epsilon\) with

\[
\dot{z}_1^\epsilon = Az_1^\epsilon + \frac{1}{\sqrt{\epsilon}} [f(u^\epsilon, t/\epsilon) - \tilde{f}(u)], \quad z_1^\epsilon(0) = 0
\]

and

\[
\dot{z}_2^\epsilon = Az_2^\epsilon + \frac{1}{\sqrt{\epsilon}} [f(u^\epsilon, t/\epsilon) - \tilde{f}(u, t/\epsilon)], \quad z_2^\epsilon(0) = 0.
\]

Notice that \(f(u, t/\epsilon)\) has the same property in \(u\) and \(t\) as that of \(f(u, \eta^\epsilon(t))\) in (5.80). Hence, Lemma 5.41 holds for \(z_1^\epsilon\) here, that is, \(z_1^\epsilon\) converges in distribution to \(z_1\), which solves

\[
dz_1 = Az_1 + d\tilde{W}, \quad z_1(0) = 0 \tag{5.122}
\]

where \(\tilde{W}\) is an \(H\)-valued Wiener process, defined on a new probability space \((\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{P})\) and having the covariance operator \(B(u)\). Furthermore, \(z_2^\epsilon\) converges in distribution to \(z_2\), which solves

\[
\dot{z}_2 = Az_2 + \tilde{f}'(u)z, \quad z_2(0) = 0.
\]

Therefore \(z^\epsilon\) converges in distribution to \(z\) with \(z\) solving (5.115). The proof is complete. \(\square\)
Remark 5.52. A similar result also holds for the system

\[
U_\epsilon^i = U_{\epsilon xx} + g(u) + f(u^\epsilon, t/\epsilon, \omega), \quad U_\epsilon^\epsilon(0) = u_0 \in H = L^2(0, l),
\]

(5.123)

where \(g(u)\) is a (local) Lipschitz nonlinearity.

Remark 5.53. The assumption on the strong mixing property in \((H)\) can be weakened as

\[
\int_0^\infty \varphi^\alpha(t) dt < \infty
\]

for some \(\alpha > 0\). Under the above assumption we also have Theorem 5.51. See [205,305] for more details.

### 5.9 Further Remarks

In this section, we discuss the applicability of SPDEs’ averaging principles to stochastic climate modeling and singularly perturbed stochastic systems.

#### 5.9.1 Stochastic Climate Modeling

In climate-weather simulations, some variabilities or scales are not explicitly resolved. The parameterization by stochastic processes of these unresolved variabilities was suggested by Hasselmann [155] in 1976. Now stochastic climate modeling has attracted a lot of attention (e.g., [20,111,172,221]). It also has demonstrated considerable success in the study of, for example, the dynamics of El Niño and the Southern Oscillation [296].

An idealized formulation of general circulation models (GCM), under Hasselmann’s idea [155], involves at least two scales, typically a fast one (the weather scale) and a slow one (the climate scale). Mathematically, this idealized GCM system is written as

\[
\dot{U}_\epsilon = F(U_\epsilon, V_\epsilon),
\]

(5.124)

\[
\dot{V}_\epsilon = \frac{1}{\epsilon} G(U_\epsilon, V_\epsilon),
\]

(5.125)

for a small parameter \(\epsilon > 0\) and two nonlinear vector fields \(F\) and \(G\). For a small-scale parameter \(\epsilon > 0\), averaging out the fast variables gives a passage to statistical dynamical models (SDM). That is, define \(u \triangleq \int U d\mu\) where \(\mu\) is an invariant measure of the system for fixed \(U\), and \(f(u) \triangleq \int F(u, V) d\mu\). Then the corresponding SDM is

\[
\dot{u} = f(u).
\]

Thus, Hasselmann’s idea may be viewed as the postulation that there is a connection between GCMs and SDMs provided by stochastic climate models, which are SODEs or SPDEs, for the error in averaging [172], that is, the deviation of \(U_\epsilon\) from the average \(u\). In contrast to Khasminskii’s deviation [181], which is described by a linear SODE, Hasselmann’s deviation leads to a nonlinear SODE. Kifer [186] gave a rigorous verification of Hasselmann’s deviation for some fully coupled slow-fast SODEs.
Majda et al. [221] suggested that in stochastic climate modeling, the fast variable (on weather scale), which is not resolved in detail, is represented by a stochastic model such as

\[ dV^\epsilon = \frac{1}{\epsilon} g(U^\epsilon, V^\epsilon) \, dt + \frac{\sigma}{\sqrt{\epsilon}} dW(t). \]

The random fluctuation on the weather scale is proved to affect the climate variable as a stochastic force [221].

The above stochastic climate models are SODEs instead of SPDEs [20,172,221]. The averaging results for SPDEs in this chapter in fact give a method to derive a stochastic climate model for spatially dependent complex system described by SPDEs. Recent works mentioned above applied a finite dimensional truncation to study a stochastic climate model described by SPDEs, replacing the fast unresolved part by a fast stochastic oscillating process. The averaging results of this chapter show that the full system also has an averaged model. The deviation principles in Section 5.4 imply Hasselmann’s deviation [301,302].

5.9.2 Singularly Perturbed Stochastic Systems

We consider the applicability of the results in this chapter to a singularly perturbed stochastic system. In particular, we discuss the following stochastically damped nonlinear wave equation with singular perturbation and zero Dirichlet boundary conditions:

\[ \epsilon u^\epsilon_{tt} + u^\epsilon_t = \Delta u^\epsilon + f(u^\epsilon) + \sqrt{\epsilon} \eta(t), \quad 0 < x < l, \]

where the random force \( \eta(t) \) is the formal derivative of a scalar Wiener process \( W(t) \).

In fact, the above system has the following slow-fast formulation:

\[ u^\epsilon_t = v^\epsilon, \quad u^\epsilon(0) = u_0 \in H^1_0(0,l) \cap H^2(0,l), \]

\[ \epsilon v^\epsilon_t = -v^\epsilon + \Delta u^\epsilon + f(u^\epsilon) + \sqrt{\epsilon} \eta(t), \quad v^\epsilon(0) = u_1 \in L^2(0,l). \]

Notice that for a fixed \( u \in H^1_0(0,l) \cap H^2(0,l) \), if Equation (5.127) has a unique stationary solution that is strongly mixing with exponential decay rate, then, formally, we have the following averaged equation:

\[ u_t = \Delta u + f(u), \quad u(0) = u_0, \]

and deviation equation

\[ dz = d\bar{W}(t), \quad z(0) = 0, \]

where \( \bar{W}(t) \) is a new Wiener process, defined on a new probability space \( (\bar{\Omega}, \bar{\mathcal{F}}, \bar{\mathbb{P}}) \) but with the same distribution as \( W(t) \). By the deviation equation we have \( z(t) = \bar{W}(t) \). Thus, we have the following expansion:

\[ u^\epsilon(t) = u(t) + \sqrt{\epsilon} \tilde{W}(t) + \text{higher-order terms} \]
with some Wiener process $\tilde{W}(t)$. This shows that for small $\epsilon > 0$, damped nonlinear stochastic wave equations with singular perturbation can be viewed as a deterministic nonlinear heat equation with white noise fluctuation. In fact, in the sense of distribution, a rigorous discussion [219] implies the following effective approximation system, up to the order of error $O(\epsilon)$:

$$
\begin{align*}
\frac{d\tilde{u}^\epsilon}{\epsilon} &= [\Delta\tilde{u}^\epsilon + f(\tilde{u}^\epsilon)]dt + \sqrt{\epsilon} \, d\tilde{W}(t), \quad \tilde{u}^\epsilon(0) = u_0, \quad u(x, t)|_{x=0, L} = 0,
\end{align*}
$$

where $\tilde{W}(t)$ is a Wiener process that has the same distribution as $W(t)$.

## 5.10 Looking Forward

In this chapter, we have investigated time-averaging techniques for stochastic partial differential equations with slow and fast time scales. Averaged systems (i.e., effective systems) are derived and the approximation errors are estimated via normal deviation techniques. Large deviation principles further demonstrate the effectiveness of the approximation.

Some issues could be examined further, including averaging for the fully coupled slow-fast SPDEs systems, such as

$$
\begin{align*}
\frac{du^\epsilon}{\epsilon} &= [\Delta u^\epsilon + f^\epsilon(u^\epsilon, v^\epsilon)]dt + \sigma_1(u^\epsilon, v^\epsilon)dW_1(t) \quad (5.128) \\
\frac{dv^\epsilon}{\epsilon} &= \frac{1}{\epsilon}[\Delta v^\epsilon + g^\epsilon(u^\epsilon, v^\epsilon)]dt + \frac{\sigma_2(u^\epsilon, v^\epsilon)}{\sqrt{\epsilon}}dW_2(t). \quad (5.129)
\end{align*}
$$

Cerrai [68] derived an averaged system for $\sigma_1(u, v) = \sigma_1(v)$. Normal deviations and large deviations are both interesting problems for (5.128)–(5.129). Another interesting case is to consider a large potential, that is,

$$
\begin{align*}
f^\epsilon(u^\epsilon, v^\epsilon) &= f_0(u^\epsilon, v^\epsilon) + \frac{1}{\sqrt{\epsilon}}f_1(u^\epsilon, v^\epsilon) \quad (5.130)
\end{align*}
$$

with $f_1$ satisfying suitable conditions.

It is also worthwhile to study the approximation of a stationary measure, if it exists, for $u^\epsilon$ by the stationary measure of the averaged equation. Similarly, approximation of the random attractor, if it exists, of (5.128)–(5.129) is also an interesting issue. An example is the singularly perturbed nonlinear wave equation in § 5.9.2, which is a special slow-fast system that has been studied in, e.g., [220]. Moreover, it should be interesting to examine how attractors and inertial manifolds evolve under the averaging process [81].

## 5.11 Problems

We assume that the Wiener process $W(t)$ takes values in Hilbert space $H = L^2(0, l)$ and that it has a trace class covariance operator $Q$ that shares the same eigenfunctions.
with the Laplace operator $\partial_{xx}$ under appropriate boundary conditions. Moreover, $\epsilon$ is a small positive parameter.

5.1. Stationary solution

Derive the explicit expression of the distribution for the unique stationary solution of the following SPDE on $(0, l)$:

$$d\eta = [\eta_{xx} + a(x)]dt + \sigma dW, \quad \eta(0, t) = \eta(l, t) = 0,$$

where $a(x) \in L^2(0, l)$. Prove the strong mixing property with exponential decay rate of the stationary distribution. Compute

$$\mathbb{E}(\tilde{\eta}(x, t) \otimes \tilde{\eta}(x, s)),$$

where $\tilde{\eta}$ is the unique stationary solution for the above equation.

5.2. Averaging for a SPDE-ODE system with singular random force

Consider the following slow-fast SPDE on $(0, l)$

$$du^\epsilon = \left[\frac{2}{\epsilon} \eta^\epsilon(t)\right] dt, \quad u(0) = u_0 \in H, \quad u(0, t) = u(l, t) = 0$$

$$d\eta^\epsilon = \frac{1}{\epsilon} \eta^\epsilon dt + \frac{1}{\sqrt{\epsilon}} dW(t), \quad \eta(0) = 0 \in \mathbb{R}^1,$$

where $W(t)$ is a scalar standard Wiener process and $a(x)$ is a bounded smooth function. What is the averaged equation?

5.3. Averaging for a PDE-SPDE system

Consider the following slow-fast SPDEs on $(0, l)$

$$du^\epsilon = [u_{xx}^\epsilon + v^\epsilon u^\epsilon] dt, \quad u(0) = u_0 \in H = L^2(0, l),$$

$$dv^\epsilon = \frac{1}{\epsilon} [v_{xx}^\epsilon + a(x)]dt + \frac{1}{\sqrt{\epsilon}} dW(t), \quad v(0) = v_0 \in H,$$

with zero Dirichlet boundary conditions. What is the averaged equation? Derive the equation satisfied by the limit of the deviation process.

5.4. Averaging for a random PDE

Consider the following random PDE on $(0, l)$:

$$u_t^\epsilon = u_{xx}^\epsilon + \eta^\epsilon(t) u^\epsilon, \quad u^\epsilon(0) = u_0,$$

with zero Dirichlet boundary conditions. Here $\eta^\epsilon(t)$ is a stationary process that solves the following linear SPDE:

$$d\eta^\epsilon = \frac{1}{\epsilon} [\eta_{xx}^\epsilon + a(x)] dt + \frac{1}{\sqrt{\epsilon}} dW(t).$$

Write down the averaged equation and compare the result with Problem 5.3.
5.5. **Averaging for a stochastic wave equation**

Consider the averaged equation for the following slow-fast stochastic differential equations:

\[
\begin{align*}
  d\eta^\epsilon &= \xi^\epsilon \, dt, \quad \eta^\epsilon(0) = \eta_0, \\
  d\xi^\epsilon &= -\frac{1}{\epsilon} [\xi^\epsilon - \lambda \eta^\epsilon] \, dt + \frac{\sigma}{\sqrt{\epsilon}} dw(t), \quad \xi^\epsilon(0) = \xi_0,
\end{align*}
\]

where \(\lambda < 0\) and \(w(t)\) is scalar standard Brownian motion. Show that the averaged equation is

\[ d\eta = \lambda \eta, \quad \eta(0) = \eta_0. \]

Furthermore, consider the following singularly perturbed stochastic wave equation on \((0, l)\):

\[ \epsilon d u^\epsilon_t + u^\epsilon_{xx} dt = u^\epsilon_{xx} dt + \sqrt{\epsilon} dW(t), \]

\[ u^\epsilon(0) = u_0 \in H^2(0, l) \cap H^1_0(0, l), \quad u^\epsilon_t(0) = u_1 \in H^1(0, l), \]

with zero Dirichlet boundary conditions. Show that the averaged equation is the following heat equation:

\[ u_t = u_{xx}, \quad u(0) = u_0, \]

on \((0, l)\) with the zero Dirichelt boundary conditions.

5.6. **Averaging for SDEs with cubic nonlinearity**

Consider the following slow-fast stochastic differential equations:

\[
\begin{align*}
  du^\epsilon &= \left[ -u^\epsilon - (u^\epsilon + v^\epsilon)^3 \right] \, dt, \\
  dv^\epsilon &= \frac{1}{\epsilon} v^\epsilon \, dt + \frac{\sqrt{2}}{\sqrt{\epsilon}} \, dw,
\end{align*}
\]

where \(w\) is a standard Brownian motion. By (5.71), find the expression of \(B(u)\). Then, formally write down the averaged equation corrected by deviation.
6 Slow Manifold Reduction

Random invariant manifolds; random slow manifolds; random center manifolds; macroscopic reduction

In this chapter we first consider random center manifold reduction for a system of SPDEs and then random slow manifold reduction for SPDEs with slow and fast time scales. The effective dynamics is described by a lower-dimensional, reduced system on a random center manifold or on a random slow manifold, respectively. This provides a dimension reduction method for infinite dimensional or very high dimensional complex systems under uncertainty.

This chapter is organized as follows. After a background review in §6.1, random invariant manifolds are constructed for a class of stochastic partial differential equations in §6.2, then a reduction principle on random center-unstable manifolds is established for a class of stochastic partial differential equations with global or local Lipschitz nonlinearities in §6.3 and 6.4, respectively. A special case is reduction on a random center manifold. This random invariant manifold reduction principle is further applied to a slow-fast system of stochastic partial differential equations in §6.5. Finally, stochastic amplitude evolution via random slow manifold reduction is briefly discussed in §6.6, and some open problems are commented in §6.7.

6.1 Background

Invariant manifolds are special invariant sets, represented by graphs in state space, in which solution processes of a stochastic dynamical system live.

The theory of invariant manifolds for deterministic dynamical systems has a long history. Two main approaches to construct invariant manifolds had been developed: the Hadamard graph transform method [124,151], which is a geometric approach, and the Lyapunov–Perron method [78,182,256], which is analytic in nature. There are numerous works on stable, unstable, center, center-stable, and center-unstable manifolds for infinite dimensional, deterministic, autonomous dynamical systems; see, e.g., [28,29,72,78,82,89,108,203,234,259,269,276,287,307].

When an attracting invariant manifold exists, a reduction for a dynamical system is possible by restricting the dynamics to this manifold [78,222]. The reduced, effective system, defined on the attracting invariant manifold, has a lower dimension, and it captures long time dynamics of the original dynamical system.
In this section, we review an analytic method, the classical Lyapunov–Perron method, to construct an invariant manifold for a deterministic evolutionary system on a separable Hilbert space. This method will be adapted to stochastic evolutionary systems in the next section.

Let $H$ be a separable Hilbert space, with norm $\| \cdot \|$ and scalar product $\langle \cdot , \cdot \rangle$. Consider the following deterministic evolutionary equation:

$$
\dot{u}(t) = Au(t) + F(u(t)), \quad u(0) = u_0 \in H, \tag{6.1}
$$

where $A : D(A) \subset H \to H$ is an unbounded linear operator generating a strongly continuous semigroup $\{ e^{At} \}_{t \geq 0}$ on $H$, and nonlinearity $F : H \to H$ is Lipschitz continuous. Additionally, we assume $F(0) = 0$ for convenience.

We construct an invariant manifold for the dynamical system defined by Equation (6.1). In both the Hadamard graph transform method and the Lyapunov–Perron method (deterministic or stochastic), a spectral gap condition of the linear part of the dynamical system is a key ingredient. We make the following assumptions on the linear part, and they will be used throughout this chapter.

### 6.1.1 Spectrum of the Linear Operator

Assume that the spectrum, $\sigma(A)$, of linear operator $A$ consists of a countable number of eigenvalues only, and it splits as

$$
\sigma(A) = \{ \lambda_k, k \in \mathbb{N} \} = \sigma_c \cup \sigma_s, \tag{6.2}
$$

with both $\sigma_c$ and $\sigma_s$ nonempty, and

$$
\sigma_c \subset \{ z \in \mathbb{C} : \text{Re} z \geq 0 \} \quad \text{and} \quad \sigma_s \subset \{ z \in \mathbb{C} : \text{Re} z < 0 \},
$$

where $\mathbb{C}$ denotes the set of complex numbers and $\sigma_c = \{ \lambda_1, \cdots , \lambda_N \}$ for some $N > 0$. Denote the corresponding eigenvectors for $\{ \lambda_k, k \in \mathbb{N} \}$ by $\{ e_1, \ldots , e_N , e_{N+1}, \cdots \}$. Assume also that the eigenvectors form an orthonormal basis of $H$. Thus there is an invariant orthogonal decomposition $H = H_c \oplus H_s$ with $\text{dim}H_c = N$, such that for the restrictions $A_c = A|_{H_c}$, $A_s = A|_{H_s}$, one has $\sigma_c = \{ z : z \in \sigma(A_c) \}$ and $\sigma_s = \{ z : z \in \sigma(A_s) \}$. Moreover, $\{ e^{tA_c} \}$ is a group of linear operators on $H_c$, and there exist projections $\Pi_c$ and $\Pi_s$, such that $\Pi_c + \Pi_s = 1d_H$, $A_c = \Pi_c A$ and $A_s = \Pi_s A$. Furthermore, we assume that the projections $\Pi_c$ and $\Pi_s$ commute with $A$. Additionally, suppose that there are constants $0 \leq \alpha < \beta$ such that

$$
\| e^{tA_c} x \| \leq e^{\alpha t} \| x \|, \quad t \leq 0, \tag{6.3}
$$

$$
\| e^{tA_s} x \| \leq e^{-\beta t} \| x \|, \quad t \geq 0. \tag{6.4}
$$

We call $H_c$ the center-unstable subspace and $H_s$ the stable subspace of semigroup $e^{At}$ or of the linear dynamical system $\dot{u}(t) = Au(t)$. When $\sigma_c$ only contains eigenvalues with zero real part, $H_c$ is then called the center subspace. By the assumption on spectrum, $\alpha \geq 0$ and $-\beta < 0$, we have spectral gap $\alpha + \beta > 0$.

**Remark 6.1.** The above property (6.3) and (6.4) is in fact the dichotomy property of the linear operator $A$. Sometimes this is also called the dichotomy property of the corresponding semigroup $e^{At}$, $t \geq 0$. 
6.1.2 Construction of an Invariant Manifold: The Lyapunov–Perron Method

Denote by $\Phi(t), t \geq 0$, the dynamical system (or semiflow) defined by Equation (6.1). We construct an $N$-dimensional invariant manifold for $\Phi(t)$ by the Lyapunov–Perron method, see, e.g., [78] and [156, Ch. 9].

First we consider the linear evolutionary equation (i.e., when $F(u)$ is absent),

$$\dot{u}(t) = Au(t), \quad u(0) \in H.$$  \hfill (6.5)

The dynamical system defined by this linear equation is $\Phi(t) = e^{At}$. Splitting the solution $u = u_c + u_s \in H_c \oplus H_s$, we get

$$\|(u_c(t), u_s(t)) - (u_c(t), 0)\| \to 0$$

with exponential rate $-\beta$ as $t \to \infty$. Hence, the center-unstable subspace $H_c = \{(u_c, 0)\}$ is an attracting invariant space for the linear system (6.5). Thus, we have the following reduced system:

$$\dot{u}_c(t) = A_c u_c(t),$$

which captures the long time dynamics of the original linear system (6.5). Invariant manifolds for linear systems are linear subspaces, e.g., the center-unstable subspace $H_c = \{(u_c, 0)\}$, and their structure is simple, but for a nonlinear system (6.1), the linear structure for invariant manifolds is destroyed due to the nonlinearity $F$. That is, the orbits of (6.5) in the invariant space $H_c$ are now deformed by the nonlinearity. The set consisting of these orbits is expected to be an invariant manifold of the nonlinear system (6.1). However, in order to construct an invariant manifold, the nonlinearity of $F$ should not change these orbits too dramatically. In fact, we need a gap condition: Assume that $F : H \to H$ is Lipschitz continuous with the Lipschitz constant $L_F > 0$, and for some $\eta$ with $-\beta < \eta < 0$,

$$L_F \left( \frac{1}{\eta + \beta} + \frac{1}{\alpha - \eta} \right) < 1. \hfill (6.6)$$

Under this gap condition, these orbits will not go too far away from $H_c$. The basic idea of the Lyapunov–Perron method is to find all orbits that stay close to $H_c$ under the semiflow $\Phi(t)$.

Based on the spectral properties of $A$, for $-\beta < \eta < 0$, we define the following Banach space:

$$C^-_\eta = \left\{ u : (-\infty, 0] \to H : u \text{ is continuous and } \sup_{t \leq 0} e^{-\eta t} \|u(t)\| < \infty \right\}, \hfill (6.7)$$

with norm

$$|u|_{C^-_\eta} = \sup_{t \leq 0} e^{-\eta t} \|u(t)\|. \hfill (6.8)$$
We now construct an invariant manifold for $\Phi(t)$ by seeking a solution to (6.1) in $C^-\eta$. This means that orbits that stay close to $H_c$ under $\Phi(t)$ lie in $C^-\eta$. The following result implies this fact.

**Lemma 6.2.** The function $u \in C^-\eta$ is the solution of Equation (6.1) on $(-\infty, 0]$ if and only if $u(t)$ solves the following integral equation:

$$u(t) = e^{A_c t} \Pi_c u_0 + \int_0^t e^{A_c(t-\tau)} \Pi_c F(u(\tau)) d\tau + \int_{-\infty}^t e^{A_s(t-\tau)} \Pi_s F(u(\tau)) d\tau. \quad (6.9)$$

Before the proof, we recall the variation of constants formula for an inhomogeneous evolutionary equation:

$$\dot{u} = Au + f(t),$$

where $A$ is a matrix or a linear operator, and $f$ is a “forcing” term. The solution is then

$$u(t) = e^{At} u(0) + \int_0^t e^{A(t-s)} f(s) ds. \quad (6.10)$$

**Proof.** On one hand, if $u(t) = u_c(t) + u_s(t)$ in $H_c \oplus H_s$ is the solution to (6.1), and if $u \in C^-\eta$, then, by the variation of constants formula (6.10), we have

$$u_c(t) = e^{A_c t} \Pi_c u_0 + \int_0^t e^{A_c(t-\tau)} \Pi_c F(u(\tau)) d\tau, \quad (6.11)$$

$$u_s(t) = e^{A_s(t-t_0)} \Pi_s u(t_0) + \int_{t_0}^t e^{A_c(t-\tau)} \Pi_s F(u(\tau)) d\tau. \quad (6.12)$$

For $u \in C^-\eta$ and noticing $\beta + \eta > 0$, we have

$$\|e^{A_s(t-t_0)} \Pi_s u(t_0)\| \leq e^{-\beta t} e^{(\beta + \eta)t_0} |u|_{C^-\eta} \to 0,$$

as $t_0 \to -\infty$. Now, letting $t_0 \to -\infty$ in (6.12), we conclude that

$$u_s(t) = \int_{-\infty}^t e^{A_s(t-\tau)} \Pi_s F(u(\tau)) d\tau.$$

Thus we see that (6.9) holds.

On the other hand, if $u$ is of the form (6.9), then direct computation yields that $u$ is a solution of (6.1) on $(-\infty, 0]$. The proof is complete. \(\square\)

By the above lemma, for $t \leq 0$,

$$\|u_s(t)\| \leq L_F \int_{-\infty}^t e^{-(\beta + \eta)(t-\tau)} d\tau |u|_{C^-\eta} \leq \frac{L_F}{\beta + \eta} |u|_{C^-\eta},$$
which implies that \( u_s \) is bounded on \((-\infty, 0]\) and \( u \) stays close to \( H_c \). So, we define
\[
\mathcal{M} = \{u(0) \in H : u(\cdot) \in C^r_c\},
\]
and, by uniqueness of the solution to Equation (6.1), \( \mathcal{M} \) is invariant under \( \Phi(t) \). We recall the following center-unstable manifold theorem.

**Theorem 6.3 (Center-unstable manifold theorem).** Assume that the spectral properties of § 6.1.1 and the gap condition (6.6) hold. Then, \( \mathcal{M} \) is an \( N \)-dimensional Lipschitz invariant manifold, called a center-unstable manifold, for \( \Phi(t) \), with
\[
\mathcal{M} = \{ (\xi, h(\xi)) : \xi \in H_c \}, \tag{6.13}
\]
where \( h : H_c \to H_s \) is a Lipschitz continuous mapping and \( h(0) = 0 \).

When the spectral part, \( \sigma_c \), contains only eigenvalues of zero real part, this \( \mathcal{M} \) is called a center manifold (a sort of slow manifold).

**Proof.** By Lemma 6.2, we solve the integral equation (6.9) in \( C^r_c \). For any \( \xi \in H_c \), define a nonlinear mapping \( \mathcal{N} \) on \( C^r_c \) by
\[
\mathcal{N}(u, \xi)(t) \triangleq e^{A_c t} \xi + \int_0^t e^{A_c (t-\tau)} \Pi_c F(u(\tau)) d\tau + \int_{-\infty}^t e^{A_s (t-\tau)} \Pi_s F(u(\tau)) d\tau
\]
for \( u \in C^r_c \). To solve the integral Equation (6.9), we only need to construct a fixed point of \( \mathcal{N} \) in \( C^r_c \). To this end, we first show \( \mathcal{N} \) maps \( C^r_c \) into \( C^r_c \). For \( u \in C^r_c \),
\[
\sup_{t \leq 0} e^{-\eta t} \left\| e^{A_c t} \xi + \int_0^t e^{A_c (t-\tau)} \Pi_c F(u(\tau)) d\tau \right\|
\leq \sup_{t \leq 0} e^{(\alpha-\eta) t} \|\xi\| + \sup_{t \leq 0} L_F \int_0^t e^{(\alpha-\eta)(t-\tau)} d\tau |u|_{C^r_c}
\leq \|\xi\| + L_F \frac{1}{\alpha-\eta} |u|_{C^r_c},
\]
and
\[
\sup_{t \leq 0} e^{-\eta t} \left\| \int_{-\infty}^t e^{A_s (t-\tau)} \Pi_s F(u(\tau)) d\tau \right\|
\leq L_F \int_{-\infty}^t e^{-(\beta+\eta)(t-\tau)} d\tau |u|_{C^r_c} \leq L_F \frac{1}{\beta+\eta} |u|_{C^r_c}.
\]
So, \( \mathcal{N}(u) \in C^r_c \). Then, let us show that \( \mathcal{N} \) is a contraction mapping. For \( \xi \in H_c \), and \( u, \bar{u} \in C^r_c \),
\[
|\mathcal{N}(u, \xi) - \mathcal{N}(\bar{u}, \xi)|_{C^r_c}
\leq \sup_{t \leq 0} \left\{ L_F \left( \int_0^t e^{(\alpha-\eta)(t-s)} ds + \int_{-\infty}^t e^{-(\beta-\eta)(t-s)} ds \right) \right\} |u - \bar{u}|_{C^r_c}
\leq L_F \left( \frac{1}{\eta + \beta} + \frac{1}{\alpha-\eta} \right) |u - \bar{u}|_{C^r_c}.
Due to the gap condition (6.6), $N$ is a contraction mapping on $C_{\eta}^{-}$. Thus, by the Banach fixed-point theorem, $N$ has a unique fixed point $u^*(t, \xi) \in C_{\eta}^{-}$ that solves the integral equation (6.9). Define $h(\xi) \triangleq \Pi_s u^*(0, \xi)$, that is,

$$h(\xi) = \int_{-\infty}^{0} e^{-A_s \tau} \Pi_s F(u^*(\tau)) \, d\tau.$$  \hfill (6.14)

Notice that $N(0, 0) = 0$ and, hence, $h(0) = 0$. Furthermore, by the same discussion for the contraction of $N$, we get

$$|u^*(\cdot, \xi) - u^*(\cdot, \zeta)|_{C_{\eta}^-} \leq \|\xi - \zeta\| + L_F \left( \frac{1}{\alpha - \eta} + \frac{1}{\beta + \eta} \right) |u^*(\cdot, \xi) - u^*(\cdot, \zeta)|_{C_{\eta}^-}.$$  \hfill (6.15)

This says that $u^*(t, \xi)$ is Lipschitz continuous in $\xi$. Noticing (6.14) and using the fact that $F$ is Lipschitz continuous, we see that $h : H_c \to H_s$ is Lipschitz continuous. This completes the proof. \hfill $\square$

If the invariant manifold exponentially attracts all other orbits, then $M$ becomes an inertial manifold [287, Ch. VIII]. The original nonlinear dynamical system (6.1) can then be reduced to this inertial manifold as the following lower-dimensional system:

$$\dot{u}_c(t) = A_c u_c(t) + F_c(u_c + h(u_c)),$$

where $F_c$ is the projection of nonlinearity $F$ to $H_c$.

## 6.2 Random Center-Unstable Manifolds for Stochastic Systems

Random invariant manifolds of SPDEs differ from their deterministic counterparts due to the influence of stochastic effects.

### 6.2.1 Linear Stochastic Systems

We first consider a linear stochastic system with linear multiplicative noise:

$$du(t) = Au(t) \, dt + u(t) \circ dW(t), \quad u(0) \in H,$$  \hfill (6.16)

where $W(t)$ is a scalar Wiener process, $\circ$ denotes Stratonovich stochastic differentiation, and the linear operator $A$ has the spectral properties specified in § 6.1.1. Then, by
the properties of the Wiener process, for any solution \( u = u_c + u_s \) in \( H_c \oplus H_s \) to (6.16), we still have

\[
\|(u_c, u_s) - (u_c, 0)\| \to 0,
\]

with exponential rate \(-\beta\) as \( t \to \infty\). The subspace \( H_c = \{(u_c, 0)\} \) is called the center-unstable invariant space for (6.16). We see that the stochastic term, the linear multiplicative noise \( u \circ dW(t) \), does not change the invariant space of the deterministic system (6.5), since the strength of the noise is changing linearly with \( u \). However, it is a different story for a linear stochastic system with additive noise

\[
du(t) = Au(t) \, dt + dW(t), \quad u(0) \in H,
\]

where \( A \) is the same as above. Assume that \( W(t) \) is an \( H \)-valued, two-sided Wiener process with covariance operator \( Q \), satisfying \( \text{Tr}(Q) < \infty \). We consider the canonical probability space \((\Omega_0, \mathcal{F}_0, \mathbb{P})\), with Wiener shift \( \{\theta_t\} \) (see (4.77)). Notice that \((0, 0)\) is not the stationary solution due to the additive noise. In this case, (6.18) has a unique stationary solution \( \eta(\omega) = (\eta_c(\omega), \eta_s(\omega)) \in H_c \oplus H_s \), provided that either the lower bound of \( \sigma(A_c) \) is strictly positive (i.e., \( \alpha > 0 \)) or \( H_c \) is the null space (Problem 6.1). Then, for any solution \( u = (u_c, u_s) \in H_c \oplus H_s \), we have

\[
\|(u_c(t), u_s(t)) - (u_c(t), \eta_s(\theta_t \omega))\| \to 0, \quad t \to \infty,
\]

with exponential rate \(-\beta\). The set \( \mathcal{M}(\omega) \triangleq \{(\xi, \eta_s(\omega)) : \xi \in H_c\} \) is the random center-unstable invariant manifold of the stationary solution \( \eta(\omega) \). Notice that this random invariant manifold does not coincide with \( H_c \) but is flat and is simply a random translation \( (\eta_s(\omega)) \) from \( H_c \) due to the additive noise.

### 6.2.2 Nonlinear Stochastic Systems

For the linear stochastic systems (6.16) and (6.18) in the previous subsection, the stochastic force on one mode does not affect any other mode. Hence, the dynamics are simple.

Consider a nonlinear stochastic system described by the following SPDE:

\[
du(t) = [Au(t) + F(u(t))] \, dt + \sigma(u(t)) \circ dW(t), \quad u(0) = u_0 \in H,
\]

where the linear operator \( A \) has the spectral properties in § 6.1.1, the nonlinearity \( F : H \to H \) is a Lipschitz continuous mapping with Lipschitz constant \( L_F \), and \( F(0) = 0 \). The Wiener process is specified later.

Due to nonlinear interactions between different modes or scales, the stochastic influence is now coupled between different scales. It is difficult to define a random dynamical system from (6.19) directly, but for some special form of stochastic force, for example, linear multiplicative noise or additive noise, this SPDE can be transformed to an evolutionary equation with random coefficients, which can be treated for almost all \( \omega \). This makes the Lyapunov–Perron method applicable to such an SPDE. Next we show how to apply this method to construct a random invariant manifold for a class of nonlinear SPDES.
We consider the following SPDE with linear multiplicative noise:

\[ du(t) = [Au(t) + F(u(t))] dt + u(t) \circ dW(t), \quad u(0) = u_0 \in H, \]  

(6.20)

where \( W(t) \) is a standard, two-sided scalar Wiener process on the canonical probability space \((\Omega_0, \mathcal{F}_0, \mathbb{P})\), defined in §4.10.

**Random Dynamical Systems**

Recall the Wiener shift (see (4.77)), \( \{\theta_t\} \), defined on \((\Omega_0, \mathcal{F}_0, \mathbb{P})\) in §4.10. For \( \omega \in \Omega_0 \), we identify

\[ W(\cdot, \omega) = \omega(\cdot) \]

and recall that

\[ W(\cdot, \theta_t \omega) = W(\cdot + t, \omega) - W(t, \omega). \]

To study the random dynamics of (6.20), as in [109], we introduce the following stationary process \( z(\omega) \), which solves a Langevin equation:

\[ dz + zdt = dW, \quad z(0) = 0. \]  

(6.21)

Next we examine some growth properties of this stationary solution. Properties of the stationary solution of this linear Langevin equation have been studied by many authors, see, e.g., [62,109]. Here we follow the discussion in [109].

First, recall the law of iterated logarithm [24, Ch. 9.4]: There exists an \( \Omega_1 \subset \Omega_0 \) with \( \mathbb{P}(\Omega_1) = 1 \) and \( \theta_t \Omega_1 = \Omega_1 \) such that

\[ \limsup_{t \to \pm \infty} \frac{|W(t, \omega)|}{\sqrt{2|t| \log \log |t|}} = 1, \quad \text{for all } \omega \in \Omega_1. \]

For \( \omega \in \Omega_1 \) and \( z_0 \in \mathbb{R} \), consider a solution \( z(t, \theta_{-t} \omega, z_0) \) with initial value \( z_0 \in \mathbb{R} \). Then, by integration by parts and the definition of \( \theta_t \), we have

\[
\begin{align*}
z(t, \theta_{-t} \omega, z_0) &= e^{-t}z_0 + \int_0^t e^{-t+s}dW(s, \theta_{-t} \omega) \\
&= e^{-t}z_0 + W(t, \theta_{-t} \omega) - \int_0^t e^{-t+s}[W(s - t, \omega) - W(-t, \omega)] ds \\
&= e^{-t}z_0 - W(-t, \omega) + \int_0^t e^{-t+s}W(s - t, \omega) ds + W(-t, \omega) \\
&= e^{-t}z_0 - \int_0^t e^{-t+s}W(s - t, \omega) ds.
\end{align*}
\]

Taking the transformation \( \tau = -t + s \), we conclude that

\[
\int_0^t e^{-t+s}W(s - t, \omega) ds = \int_{-t}^0 e^\tau W(\tau, \omega) d\tau.
\]
Then, passing the limit $t \to \infty$, for all $\omega \in \Omega_1$ we get
\[
\lim_{t \to \infty} z(t, \theta_{-t}\omega, z_0) = - \int_{-\infty}^{0} e^{\tau} W(\tau, \omega) \, d\tau.
\] (6.22)

The Riemann integral on the right-hand side of Equation (6.22) is well defined for all $\omega \in \Omega_1$.

Define
\[
z(\omega) \triangleq - \int_{-\infty}^{0} e^{\tau} W(\tau, \omega) \, d\tau.
\] (6.23)

We now show that $z$ is a stationary solution (or stationary orbit). In fact, integrating by parts yields
\[
z(t, \omega, z(\omega)) = e^{-t} z(\omega) + \int_{0}^{t} e^{-t+\tau} dW(\tau, \omega)
= - \int_{-\infty}^{t} e^{-t+\tau} W(\tau, \omega) \, d\tau + W(t, \omega),
= \int_{-\infty}^{0} e^{\tau} W(t+\tau, \omega) \, d\tau + W(t, \omega)
= z(\theta_{t}\omega).
\]

In the final step, we have used the change of time variable $(-t + \tau \mapsto \tau)$. Then the solution to (6.21) with initial value $z(\omega)$ is the unique stationary solution in the following form:
\[
z(\theta_{t}\omega) = - \int_{-\infty}^{0} e^{\tau} W(\tau, \theta_{t}\omega) \, d\tau = - \int_{-\infty}^{0} e^{\tau} W(t+\tau, \omega) \, d\tau + W(t, \omega). \] (6.24)

Furthermore, as in [109], by the law of iterated logarithm, for $\omega \in \Omega_1$ and every $t_0 \in \mathbb{R}$, the function
\[
\tau \to e^{\tau} \sup_{[t_0-1, t_0+1]} |W(\tau + t_0, \omega)|
\]
is an integrable upper bound for $e^{\tau} W(\tau + t, \omega)$ for $t \in [t_0 - 1, t_0 + 1]$, and $\tau \in (-\infty, 0]$. Hence, by the Lebesgue dominated convergence theorem, we have the continuity of $z(\theta_{t}\omega)$ at $t_0$. Also, by the law of iterated logarithm again, for $1/2 < \delta < 1$ and $\omega \in \Omega_1$ there exists a constant $C_{\delta, \omega} > 0$, such that
\[
|W(\tau + t, \omega)| \leq C_{\delta, \omega} + |t + \tau|^{\delta} \leq C_{\delta, \omega} + |t|^{\delta} + |\tau|^{\delta}, \quad \tau \leq 0.
\]

Therefore,
\[
\lim_{t \to \pm \infty} \left| \frac{1}{t} \int_{-\infty}^{0} e^{\tau} W(t + \tau, \omega) \, d\tau \right| \leq \lim_{t \to \pm \infty} \frac{1}{|t|} \int_{-\infty}^{0} e^{\tau} (C_{\delta, \omega} + |t|^{\delta} + |\tau|^{\delta}) \, d\tau = 0.
\]
Hence,
\[
\lim_{t \to \pm \infty} \frac{|z(\theta_t \omega)|}{t} = 0, \quad \omega \in \Omega_1.
\]

Since \( \mathbb{E}z(\theta_t \omega) = 0 \), by an ergodic theorem [179, Ch. 10], [24, Theorem 8.3.10], there is a \( \theta_t \)-invariant set \( \Omega_2 \subset \Omega_0 \) with \( \mathbb{P}(\Omega_2) = 1 \), such that
\[
\lim_{t \to \pm \infty} \frac{1}{t} \int_0^t z(\theta_{\tau} \omega) \, d\tau = 0 \quad \text{for all} \quad \omega \in \Omega_2.
\]

Now define a new sample space \( \Omega = \Omega_1 \cap \Omega_2 \), which is \( \theta_t \)-invariant and \( \mathbb{P}(\Omega) = 1 \). Also, take a new \( \sigma \)-field
\[
\mathcal{F} \triangleq \{ \Omega \cap U : U \in \mathcal{F}_0 \}.
\]

For the rest of this section, we consider the probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \).

We introduce the following transform:
\[
u(t) = v(t) e^{z(\theta_t \omega)}.
\]
(6.25)

Then SPDE (6.20) becomes a random partial differential equation (or random evolutionary equation)
\[
\dot{v} = A v + G(\theta_t \omega, v) + z(\theta_t \omega)v, \quad v(0) = x \in H,
\]
(6.26)

where \( G \triangleq e^{-z(\omega)} F(e^{z(\omega)} v) : H \to H \) is also a Lipschitz continuous mapping with the same Lipschitz constant \( L_F \). In contrast to the original SPDE, no noise term appears in (6.26). For a fixed \( \omega \in \Omega \), noticing the Lipschitz property of \( G \), and by the deterministic method [276, Ch. 4.6] the random evolutionary system (6.26) has a unique solution in the following mild sense:
\[
v(t, \omega, x) = e^{At} + \int_0^t e^{A(t-s)} e^{z(\theta_s \omega)} \, ds \int_0^t e^{A(t-s)} e^{z(\theta_s \omega)} \, ds.
\]

Hence, the solution mapping
\[
(t, \omega, x) \to v(t, \omega, x)
\]
is \( (\mathcal{B}(\mathbb{R}) \otimes \mathcal{F} \otimes \mathcal{H}, \mathcal{F}) \)-measurable and generates a continuous random dynamical system \( \varphi(t, \omega) : H \to H \), defined by \( \varphi(t, \omega)x = v(t, \omega, x) \) for every \( x \in H \) and \( \omega \in \Omega \). Now, denote by \( T(\omega) \) the transform (6.25), that is,
\[
T(\omega) : H \to H, \quad T(\omega)x = xe^{z(\omega)}, \quad \text{for } x \in H, \omega \in \Omega.
\]

Its inverse mapping is
\[
T^{-1}(\omega) : H \to H, \quad T^{-1}(\omega)x = xe^{-z(\omega)}, \quad \text{for } x \in H, \omega \in \Omega.
\]

Now, we have the following result [109].
**Lemma 6.4.** Define \( \hat{\phi}(t, \omega) : H \to H \) by
\[
\hat{\phi}(t, \omega)x \triangleq T^{-1}(\theta_t \omega)v(t, \omega, T(\omega)x).
\]
Then \( \hat{\phi}(t, \omega) \) defines a continuous random dynamical system, and for every \( x \in H \), \((t, \omega) \to u(t, \omega, x) = \hat{\phi}(t, \omega)x \) solves Equation (6.20) uniquely.

**Proof.** By the definition of \( T \), it is easy to check that \( \hat{\phi}(t, \omega) \) defines a continuous random dynamical system on \( H \). Applying Itô formula to \( T^{-1}(\theta_t \omega)v(t, \omega, T(\omega)x) \) shows that \( u(t, \omega, x) \) is a solution of (6.20). Then, by the inverse transform \( T^{-1} \), we obtain the uniqueness of \( u \). This completes the proof. \( \square \)

**Remark 6.5.** An SPDE with additive noise
\[
du(t) = [Au(t) + F(u(t))] dt + dW(t), \quad (6.27)
\]
where \( W(t) \) is an \( H \)-valued, two-sided Wiener process with covariance operator \( Q \), can also be converted to a random evolutionary equation with random coefficients. Introduce a stationary process \( z(\theta_t \omega) \) that solves the following linear Langevin SPDE in \( H \)
\[
dz(t) = Az(t) dt + dW(t), \quad z(0) = 0.
\]
By a transformation
\[
v(t) \triangleq u(t) - z(\theta_t \omega),
\]
SPDE (6.27) becomes the following random evolutionary equation
\[
\dot{v} = Av + G(\theta_t \omega, v), \quad (6.28)
\]
where \( G(\theta_t \omega, v) \triangleq F(v(t)+z(\theta_t \omega)) : H \to H \) is also a Lipschitz continuous mapping with the same Lipschitz constant \( L_F \). Thus, the following discussion about invariant manifolds for random evolutionary equations is applicable to system (6.28) as well.

**Existence of Random Center-Unstable Manifold**

Now we apply the Lyapunov–Perron method, introduced in § 6.1.2, to construct a random center-unstable manifold for the random dynamical system defined by SPDE (6.20). This method has been adapted systematically to construct random invariant manifolds for SPDEs under various conditions, e.g., [109,110]. There are also some recent works on invariant manifolds for infinite dimensional random dynamical systems e.g., [60,213], which could deal with random partial differential equations directly.

Let \( d_H \) be the metric induced by the norm \( \| \cdot \| \). Then \((H, d_H)\) is a complete separable metric space. Let \( \Pi_c, \Pi_s \) be the projections to \( H_c \) and \( H_s \), respectively. Projecting system (6.26) to \( H_c \) and then to \( H_s \), we obtain
\[
\dot{v}_c = A_c v_c + z(\theta_t \omega)v_c + g_c(\theta_t \omega, v_c + v_s), \quad (6.29)
\]
\[
\dot{v}_s = A_s v_s + z(\theta_t \omega)v_s + g_s(\theta_t \omega, v_c + v_s), \quad (6.30)
\]
where
\[ g_c(\theta_t \omega, v_c + v_s) = \Pi_c G(\theta_t \omega, v_c + v_s) \]
and
\[ g_s(\theta_t \omega, v_c + v_s) = \Pi_s G(\theta_t \omega, v_c + v_s). \]

Now, define the following Banach space for \( \eta \) satisfying \(-\beta < \eta < 0\):
\[
C_{\eta, z}^{-} \triangleq \left\{ v : (-\infty, 0] \to H : v \text{ is continuous and} \right. \\
\left. \sup_{t \in (-\infty, 0]} e^{-\eta t} - \int_0^t z(\theta_{\tau} \omega) d\tau \| v(t) \| < \infty \right\},
\]
with norm
\[
|v|_{C_{\eta, z}^{-}} = \sup_{t \in (-\infty, 0]} e^{-\eta t} - \int_0^t z(\theta_{s} \omega) d\tau \| v(t) \|.
\]

Indeed, it can be verified that \( C_{\eta, z}^{-} \) is a Banach space [109]. We construct a random center-unstable invariant manifold for \( \varphi(t, \omega) \) by seeking a solution to (6.26) in \( C_{\eta, z}^{-} \). First, we define a random set
\[
\tilde{M}(\omega) \triangleq \{ x \in H : v(\cdot, \omega, x) \in C_{\eta, z}^{-} \}.
\]

By uniqueness of the solution to (6.26), for \( x \in \tilde{M}(\omega) \) and \( s > 0 \),
\[
v(t, \theta_s \omega, v(s, \omega, x)) = v(t + s, \omega, x)
\]
solves
\[
\dot{v} = Av + z(\theta_t \theta_s \omega)v + G(\theta_t \theta_s \omega, v), \quad v(0) = v(s, \omega, x).
\]

Therefore, by the definition of \( \tilde{M}(\omega) \), \( v(s, \omega, x) \) is in \( \tilde{M}(\theta_s \omega) \). This yields the invariance of \( \tilde{M}(\omega) \).

Next we show that \( \tilde{M}(\omega) \) can be represented as the graph of a random Lipschitz continuous mapping, and thus, it is a random invariant manifold. In fact,
\[
\tilde{M}(\omega) = \{ (\xi, h^r(\xi, \omega)) : \xi \in H_c \}
\]
for some Lipschitz continuous random mapping \( h^r : H_c \to H_s \). To this end, we need to prove the following fact: \( v(\cdot, \omega, x) \), in \( C_{\eta, z}^{-} \), is the solution of (6.26) if and only if \( v(\cdot, \omega, x) \) satisfies
\[
v(t, \omega, x) = e^{A_c t + \int_0^t z(\theta_{\tau} \omega) d\tau} \xi + \int_0^t e^{A_c (t-\tau) + \int_\tau^t z(\theta_{\xi} \omega) d\xi} g_c(\theta_t \omega, v_c + v_s) d\tau \\
+ \int_{-\infty}^t e^{A_s (t-\tau) + \int_\tau^t z(\theta_{\xi} \omega) d\xi} g_s(\theta_t \omega, v_c + v_s) d\tau,
\]
with $\xi = \Pi_c x$. Indeed, if $v(t, \omega, x)$ is the solution to (6.26), by the variation of constants formula (6.10) we have

$$
v_{c}(t, x, \omega) = e^{A_{t}+f_{0}^t z(\theta, \omega)} \Pi_c x
+ \int_0^t e^{A_{t-\tau}+f_{0}^\tau z(\theta, \omega)}(\theta, v(\tau, \omega, x)) d\tau,
$$

$$
v_{s}(t, x, \omega) = e^{A_{t-\tau}+f_{0}^t z(\theta, \omega)}(\theta, \Pi_s v(t_0, \omega, x))
+ \int_{t_0}^t e^{A_{t-\tau}+f_{0}^\tau z(\theta, \omega)} g_{c}(\theta, v(\tau, \omega, x)) d\tau,
$$

for $t > t_0$ and $t_0 \leq 0$. Since $v(\cdot, \omega, x) \in C_{\eta, z}$ and $\beta + \eta > 0$, we have that

$$
\|e^{A_{t-\tau}+f_{0}^t z(\theta, \omega)}(\theta, \Pi_s v(t_0, \omega, x))\| \\
\leq e^{\beta t} e^{(\beta+\eta) t_0} e^{f_{0}^t z(\theta, \omega)}|v|_{C_{\eta, z}} \\
\rightarrow 0, \quad \text{as} \quad t_0 \rightarrow -\infty.
$$

Taking the limit $t_0 \rightarrow -\infty$, we get

$$
v_{s}(t, \omega, x) = \int_{-\infty}^t e^{A_{t-\tau}+f_{0}^\tau z(\theta, \omega)} g_{s}(\theta, v_{c} + v_{s}) d\tau,
$$

which proves (6.33). Conversely, if $v(t, \omega, x)$ is of the form (6.33), direct computation yields that (6.33) is a solution of (6.26).

Now, by the definition of $\tilde{M}(\omega)$ and the above important fact we have proved, to represent the random invariant set as a graph of a random mapping, we have to solve the integral equation (6.33). To this end, for a fixed $\omega \in \Omega$, define a nonlinear mapping $N_{z}$ by

$$
N_{z}(v, \xi)(t, \omega) \triangleq e^{A_{t} t} \int_{0}^t z(\theta, \omega) d\tau \\
+ \int_0^t e^{A_{t-\tau}+f_{0}^\tau z(\theta, \omega)} g_{c}(\theta, v_{c} + v_{s}) d\tau \\
+ \int_{-\infty}^t e^{A_{t-\tau}+f_{0}^\tau z(\theta, \omega)} g_{s}(\theta, v_{c} + v_{s}) d\tau,
$$

(6.34)

where $\xi \in H_{c}$ and $v = (v_{c}, v_{s}) \in C_{\eta, z}$. We will show that $N_{z}$ maps $C_{\eta, z}$ to itself. Note that, for $v \in C_{\eta, z}$,

$$
\sup_{t \leq 0} e^{\eta t} f_{0}^t z(\theta, \omega) d\tau \|e^{A_{t} t}+f_{0}^\tau z(\theta, \omega) d\tau \xi \\
+ \int_0^t e^{A_{t-\tau}+f_{0}^\tau z(\theta, \omega)} g_{c}(\theta, v_{c} + v_{s}) d\tau \\
\leq \sup_{t \leq 0} e^{(\alpha-\eta) t} \|\xi\| + \sup_{t \leq 0} L F \int_0^t e^{(\alpha-\eta) t} d\tau |v|_{C_{\eta, z}} \\
\leq \|\xi\| + L F \frac{1}{\alpha-\eta} |v|_{C_{\eta, z}},
$$
and
\[
\sup_{t \leq 0} e^{-\eta t - \int_0^t z(\theta_\tau \omega) d\tau} \left\| \int_{-\infty}^t e^{A_s (t - \tau) + \int_0^\tau z(\theta_\xi \omega) d\xi} g_s (\theta_\tau \omega, v_c + v_s) d\tau \right\| \\
\leq L_F \int_{-\infty}^t e^{-(\beta - \eta)(t - \tau)} d\tau |v|_{C_{\eta,z}}^c \leq L_F \frac{1}{\beta + \eta} |v|_{C_{\eta,z}}^c.
\]

Thus, \( N_z(v) \in C_{\eta,z}^- \). For any given \( \xi \in H_c \) and each \( v, \bar{v} \in C_{\eta,z}^- \), we estimate
\[
|N_z(v, \xi) - N_z(\bar{v}, \xi)|_{C_{\eta,z}}^c \\
\leq \sup_{t \leq 0} \left\{ L_F \left( \int_0^t e^{(\alpha - \eta)(t - s)} ds + \int_0^\infty e^{-(\beta - \eta)(t - s)} ds \right) \right\} |v - \bar{v}|_{C_{\eta,z}}^c \\
\leq L_F \left( \frac{1}{\eta + \beta} + \frac{1}{\alpha - \eta} \right) |v - \bar{v}|_{C_{\eta,z}}^c.
\]

As in the deterministic case in the previous section, if the gap condition (6.6) holds true, the mapping \( N_z \) is a contraction mapping on \( C_{\eta,z}^- \). Hence, by the Banach fixed-point theorem,
\[
v = N_z(v)
\]
has a unique solution \( v^*(\cdot, \omega, x) \in C_{\eta,z}^- \). Since the solution is uniquely determined by \( \xi \in H_c \), we write the solution as \( v^*(\cdot, \omega, \xi) \). Furthermore, as in the calculation that \( N_z \) maps \( C_{\eta,z}^- \) to itself, we have that, for any \( \xi, \zeta \in H_c \),
\[
|v^*(\cdot, \omega, \xi) - v^*(\cdot, \omega, \zeta)|_{C_{\eta,z}}^c \\
\leq \|\xi - \zeta\| + L_F \left( \frac{1}{\alpha - \eta} + \frac{1}{\beta + \eta} \right) |v^*(\cdot, \omega, \xi) - v^*(\cdot, \omega, \zeta)|_{C_{\eta,z}}^c.
\]

Thus,
\[
|v^*(\cdot, \omega, \xi) - v^*(\cdot, \omega, \zeta)|_{C_{\eta,z}}^c \leq \frac{1}{1 - L_F \left( \frac{1}{\alpha - \eta} + \frac{1}{\beta + \eta} \right)} \|\xi - \zeta\|,
\]
and \( v^*(\cdot, \omega, \xi) \) is measurable with respect to \( \omega \) and \( \xi \). Define \( h^s (\xi, \omega) \equiv \Pi_s v^*(0, \omega; \xi) \), that is,
\[
h^s (\xi, \omega) = \int_{-\infty}^0 e^{-A_s \tau + \int_0^\tau z(\theta_\xi \omega) d\tau} g_s (\theta_\tau \omega, v^*(\tau, \omega; \xi)) d\tau.
\]
Hence, \( h^s (0, \omega) = 0 \), and by (6.37),
\[
\|h^s (\xi, \omega) - h^s (\zeta, \omega)\| \leq \frac{1}{1 - L_F \left( \frac{1}{\alpha - \eta} + \frac{1}{\beta + \eta} \right)} \|\xi - \zeta\|.
\]
Thus \( h^s(\xi, \omega) \) is Lipschitz continuous in \( \xi \). Recall that \( x \in \widehat{\mathcal{M}}(\omega) \) if and only if there exists a \( v(\cdot, \omega, x) \in C_{\mathcal{H}, \mathcal{L}}^\infty \) which is the solution to (6.33). Thus, we conclude that \( x \in \widehat{\mathcal{M}}(\omega) \) if and only if there exists a \( \xi \in H_c \), such that \( x = \xi + h^s(\xi, \omega) \). Hence, we have (6.32), the representation of \( \widehat{\mathcal{M}}(\omega) \), which is a Lipschitz random invariant manifold.

We draw the following result regarding the existence of a random invariant manifold for the random dynamical system \( \varphi(t, \omega) \) generated by (6.26).

**Lemma 6.6 (Random center-unstable manifold for a random PDE).** Assume that \( A \) has the spectral properties in §6.1.1 and that the gap condition (6.6) holds. Then there exists an \( N \)-dimensional Lipschitz random invariant manifold \( \widehat{\mathcal{M}}(\omega) \) for \( \varphi(t, \omega) \), and this manifold is represented as \( \widehat{\mathcal{M}}(\omega) \triangleq \{ \xi + h^s(\xi, \omega) : \xi \in H_c \} \).

By the transform (6.25), we have the following conclusion as well.

**Lemma 6.7 (Random center-unstable manifold for a SPDE).** Assume that \( A \) has the spectral properties in §6.1.1 and that the gap condition (6.6) holds. Then \( \mathcal{M}(\omega) \triangleq \{ \xi + e^{z(\omega)}h^s(e^{-z(\omega)}\xi, \omega) : \xi \in H_c \} \) is an \( N \)-dimensional Lipschitz random center-unstable manifold for SPDE (6.20).

For simplicity in the following discussions, we introduce a notation \( \tilde{h}^s(\xi, \omega) \triangleq e^{z(\omega)}h^s(e^{-z(\omega)}\xi, \omega) \), for \( \xi \in H_c \).

**Remark 6.8.** When the central spectral part, \( \sigma_c \), contains only eigenvalues of zero real part, \( \mathcal{M}(\omega) \) is called a random center manifold.

**Remark 6.9.** The Hadamard graph transform method may also be utilized to construct a random invariant manifold for SPDEs [109]. In this case, a random fixed-point theorem is applied [274]. By the way, for SPDEs with a general nonlinear multiplicative noise, the construction of a random invariant manifold for SPDEs is still an open problem.

We should mention that the existence of random invariant manifolds depends heavily on the Lipschitz property of the nonlinearity. However, for local Lipschitz continuous nonlinearity and when the system is dissipative, a cutoff procedure can be introduced to construct a local random invariant manifold, which describes the local random dynamics of the system with high probability. This problem is treated in §6.4.

### 6.3 Random Center-Unstable Manifold Reduction

The existence of a random center-unstable manifold offers a possibility to describe a nonlinear dynamical system by restricting it to the random invariant manifold. In fact, if the random invariant manifold (e.g., a center-unstable invariant manifold) is attracting, then a lower-dimensional reduced system can be defined on the attracting random invariant manifold [299]. The reduced system describes long time dynamics of the original system in a lower dimensional space. If \( \dim H_c < \infty \), the attracting random center-unstable manifold is in fact a stochastic version of an inertial manifold. Moreover, the reduced model includes the random effects. This is treated in this section.
We now present a random invariant manifold reduction for Equation (6.20), which
is an SPDE with linear multiplicative noise.

By the spectral properties of \( A \) in §6.1.1, \( \dim H_c = N \). For \( u \in H \), we split
\( u = u_c + u_s \), with \( u_c = \Pi_c u \in H_c \) and \( u_s = \Pi_s u \in H_s \). Define a nonlinear mapping
on \( H_c \) as follows:

\[
F_c : H_c \to H_c
\]

\[
u_c \mapsto F_c(u_c) = \sum_{i=1}^{n} \langle F(u_c + 0), e_i \rangle e_i,
\]

where \( 0 \) is the zero element in the vector space \( H_s \). Now we prove the following result [299].

**Theorem 6.10 (Random center-unstable manifold reduction).** Assume that the
linear operator \( A \) has the spectral properties in §6.1.1 and that the Lipschitz nonlin-
earity \( F \) satisfies the gap condition (6.6). Also, let the Lipschitz constant \( L_F \) be small
enough so that

\[
\alpha - \beta + 2L_F + \delta L_F + \delta^{-1} L_F < 0
\]

for some \( \delta > 0 \). Then:

(i) The random center-unstable manifold \( \mathcal{M}(\omega) \) of SPDE (6.20) is an \( N \)-dimensional
random inertial manifold.

(ii) There exists a positive random variable \( D(\omega) \) and a positive constant \( k = \beta - L_F - \delta^{-1} L_F \), such that: For any solution \( u(t, \theta_{-t}\omega) \) of (6.20), there is an orbit
\( U(t, \theta_{-t}\omega) \) on the invariant manifold \( \mathcal{M}(\omega) \), with the following approximation
property

\[
\|u(t, \theta_{-t}\omega) - U(t, \theta_{-t}\omega)\| \leq D(\omega)\|u(0) - U(0)\|e^{-kt}, \quad t > 0, \quad \text{a.s. (6.39)}
\]

(iii) Furthermore, \( U(t, \omega) \) is represented as \( u_c(t, \omega) + \tilde{h}^s(u_c(t, \omega), \theta_t \omega) \), where \( u_c \)
solves the reduced system on the random inertial manifold \( \mathcal{M}(\omega) \),

\[
du_c(t) = \left[ A_c u_c(t) + F_c(u_c(t) + \tilde{h}^s(u_c(t), \theta_t \omega)) \right] dt + u_c(t) \circ dW(t),
\]

(6.40)

and \( \tilde{h}^s(\cdot, \omega) : H_c \to H_s \), with \( \tilde{h}(0, \omega) = 0 \), is the graph for this manifold.

Note that \( \tilde{h}^s \) depends on \( \omega \), which is driven by \( \theta_t \), so (6.40) in fact is a nonautonomous
stochastic differential equation on \( H_c \).

**Remark 6.11.** When the central spectrum, \( \sigma_c \), contains only eigenvalues of zero real
part, this theorem provides a random center manifold reduction. For more information,
see [52,310].

**Remark 6.12.** The exact expression for a random invariant manifold is usually not
available. However, an asymptotic expansion near a stationary orbit may be possible
and useful in some cases—for example, for slow-fast SPDEs in the next section. For
more general cases, the computer algebra method developed by Roberts [267] is an
effective tool for deriving an asymptotic expansion of random invariant manifolds.
To prove this theorem, we need some preliminary results. First, we prove the attracting property of the random invariant manifold. To this end, we introduce some notions regarding random invariant manifolds for a random dynamical system \( \varphi(t, \omega) \).

**Definition 6.13 (Almost sure asymptotic completeness).** An invariant manifold \( M(\omega) \) for a random dynamical system \( \varphi(t, \omega) \) is called almost surely asymptotically complete if, for every \( x \in H \), there exists \( y \in M(\omega) \), such that

\[
\| \varphi(t, \omega)x - \varphi(t, \omega)y \| \leq D(\omega)\| x - y \| e^{-kt}, \quad t \geq 0,
\]

for almost all \( \omega \in \Omega \), where \( k \) is a positive constant and \( D \) is a positive random variable.

Now we introduce the *almost sure cone invariance* concept. For a positive random variable \( \delta \), define the following random set:

\[
C_\delta := \{ (v, \omega) \in H \times \Omega : \| \Pi_s v \| \leq \delta(\omega)\| \Pi_c v \| \}.
\]

The fiber \( C_\delta(\omega)(\omega) = \{ v : (v, \omega) \in C_\delta \} \) is called a *random cone*.

**Definition 6.14 (Almost sure cone invariance).** A random dynamical system \( \varphi(t, \omega) \) is said to have the cone invariance property for the random cone \( C_\delta(\omega)(\omega) \) if there exists a random variable \( \tilde{\delta} \leq \delta \), almost surely, such that for all \( x, y \in H \),

\[
x - y \in C_\delta(\omega)(\omega) \implies \varphi(t, \omega)x - \varphi(t, \omega)y \in C_{\tilde{\delta}(\theta t \omega)}(\theta t \omega), \quad \text{for almost all } \omega \in \Omega.
\]

**Remark 6.15.** Both asymptotic completeness and cone invariance are important tools for studying inertial manifolds of deterministic, infinite-dimensional systems; see [194,268], and [269, Ch. 15]. Here we modified both concepts for random dynamical systems.

**Remark 6.16.** Almost sure asymptotic completeness describes the attracting property of \( M(\omega) \) for a random dynamical system \( \varphi(t, \omega) \). When this property holds, the infinite-dimensional system, \( \varphi(t, \omega) \), can be reduced to a finite dimensional system on \( M(\omega) \), and the asymptotic behavior of \( \varphi(t, \omega) \) can be determined by that of the reduced system on \( M(\omega) \).

Now we prove asymptotic completeness of the random dynamical system \( \varphi(t, \omega) \) defined by random evolutionary Equation (6.26). First, we prove the following cone invariance property.

**Lemma 6.17.** For a sufficiently small Lipschitz constant \( L_F \), the random dynamical system \( \varphi(t, \omega) \), defined by the random evolutionary Equation (6.26), possesses the cone invariance property for a cone with a deterministic positive constant \( \delta \). Moreover, if there exists \( t_0 > 0 \), such that for \( x, y \in H \) and

\[
\varphi(t_0, \omega)x - \varphi(t_0, \omega)y \notin C_\delta(\theta t_0 \omega),
\]

...
then
\[\|\varphi(t, \omega)x - \varphi(t, \omega)y\| \leq D(\omega)e^{-kt}\|x - y\|, \quad 0 \leq t \leq t_0,\]
where \(D(\omega)\) is a positive tempered random variable and \(k = \beta - L_F - \delta^{-1}L_F > 0\).

**Proof.** The proof is via direct estimations. Let \(v, \tilde{v}\) be two solutions of (6.26) and \(p \equiv v_c - \tilde{v}_c, q \equiv v_s - \tilde{v}_s\). Then,

\[
\dot{p} = A_c p + z(\theta_t \omega)p + g_c(\theta_t \omega, v_c + v_s) - g_c(\theta_t \omega, \tilde{v}_c + \tilde{v}_s),
\]

\[
\dot{q} = A_s q + z(\theta_t \omega)q + g_s(\theta_t \omega, v_c + v_s) - g_s(\theta_t \omega, \tilde{v}_c + \tilde{v}_s).
\]

Using the properties of \(A\) and \(F\), we have

\[
\frac{1}{2} \frac{d}{dt} \|p\|^2 \geq \alpha \|p\|^2 + z(\theta_t \omega)\|p\|^2 - L_F \|p\|^2 - L_F \|p\| \cdot \|q\|,
\]

and

\[
\frac{1}{2} \frac{d}{dt} \|q\|^2 \leq -\beta \|q\|^2 + z(\theta_t \omega)\|q\|^2 + L_F \|q\|^2 + L_F \|p\| \cdot \|q\|.
\]

By (6.44), and multiplying (6.43) by \(\delta^2\), we have

\[
\frac{1}{2} \frac{d}{dt} (\|q\|^2 - \delta^2 \|p\|^2) \leq -\beta \|q\|^2 + z(\theta_t \omega)\|q\|^2 + L_F \|q\|^2 + L_F \|p\| \cdot \|q\| - \alpha \delta^2 \|p\|^2 - z(\theta_t \omega)\delta^2 \|p\|^2 + \delta^2 L_F \|p\|^2 + \delta^2 L_F \|p\| \cdot \|q\|.
\]

Note that, if \((p, q) \in \partial C_\delta(\omega)\) (the boundary of the cone \(C_\delta(\omega)\)), then \(\|q\| = \delta \|p\|\), and

\[
\frac{1}{2} \frac{d}{dt} (\|q\|^2 - \delta^2 \|p\|^2) \leq (-\alpha - \beta + 2L_F + \delta L_F + \delta^{-1}L_F)\|q\|^2.
\]

If \(L_F\) is small enough so that

\[
-\alpha - \beta + 2L_F + \delta L_F + \delta^{-1}L_F < 0,
\]

then \(\|q\|^2 - \delta^2 \|p\|^2\) is decreasing on \(\partial C_\delta(\omega)\). Thus, it is obvious that whenever \(x - y \in C_\delta(\omega)\), \(\varphi(t, \omega)x - \varphi(t, \omega)y\) cannot leave \(C_\delta(\theta_t \omega)\).

To prove the second claim, suppose that there exists a \(t_0 > 0\) such that \(\varphi(t_0, \omega)x - \varphi(t_0, \omega)y \notin C_\delta(\theta_t \omega)\). Then cone invariance property yields that

\[
\varphi(t, \omega)x - \varphi(t, \omega)y \notin C_\delta(\theta_t \omega), \quad 0 \leq t \leq t_0,
\]

that is,

\[
\|q(t)\| > \delta \|p(t)\|, \quad 0 \leq t \leq t_0.
\]
By (6.44), we have
\[ \frac{1}{2} \frac{d}{dt} \|q\|^2 \leq -(\beta - L_F - \delta^{-1} L_F - z(\theta_t \omega)) \|q\|^2, \quad 0 \leq t \leq t_0. \]

Hence,
\[ \|p(t)\|^2 < \frac{1}{\delta^2} \|q(t)\|^2 \leq \frac{1}{\delta^2} e^{-2kt} + \int_0^t z(\theta_s \omega) \, ds, \quad 0 \leq t \leq t_0. \]

Thus, by the definition of \( z(\theta_t \omega) \), there exists a tempered random variable \( D(\omega) \) such that
\[ \|\varphi(t, \omega)x - \varphi(t, \omega)y\| \leq D(\omega) e^{-kt} \|x - y\|, \quad 0 \leq t \leq t_0. \]

The proof is complete. \( \square \)

The above result implies that if, for any solution \( v \) which does not lie on the random invariant manifold, there is a solution \( \tilde{v} \) on the random invariant manifold such that \( v - \tilde{v} \) does not stay in a random cone, then we have the almost sure asymptotic completeness of the random invariant manifold.

Before proving Theorem 6.10, we state a backward solvability result for system (6.26) restricted to the invariant manifold \( \tilde{M}(\omega) \).

For any given final time \( T_f > 0 \), consider the following system for \( t \in [0, T_f] \):
\[ \dot{v}_c = A_c v_c + z(\theta_t \omega)v_c + g_c(\theta_t \omega, v_c + v_s), \quad v_c(T_f) = \xi \in H_c, \quad (6.46) \]
\[ \dot{v}_s = A_s v_s + z(\theta_t \omega)v_s + g_s(\theta_t \omega, v_c + v_s), \quad v_s(0) = h^s(v_c(0)), \quad (6.47) \]

where \( h^s \) is defined in (6.38). Rewrite the above system in the following equivalent integral form for \( t \in [0, T_f] \):
\[
\begin{align*}
v_c(t) &= e^{A_c(t-T_f)+\int_{T_f}^t z(\theta_\tau \omega) \, d\tau} \xi \\
&\quad + \int_{T_f}^t e^{A_c(t-\tau)+\int_\tau^t z(\theta_\sigma \omega) \, d\sigma} g_c(\theta_\tau \omega, v(\tau)) \, d\tau, \quad (6.48) \\
v_s(t) &= e^{A_s(t-T_f)+\int_{T_f}^t z(\theta_\tau \omega) \, d\tau} h^s(v_c(0)) \\
&\quad + \int_{0}^t e^{A_s(t-\tau)+\int_\tau^t z(\theta_\sigma \omega) \, d\sigma} g_s(\theta_\tau \omega, v(\tau)) \, d\tau. \quad (6.49)
\end{align*}
\]

**Lemma 6.18.** Assume that the linear operator \( A \) has the spectral properties in §6.1.1 and that the gap condition (6.6) is satisfied. Then, for any \( T_f > 0 \), the stochastic system (6.48) and (6.49) has a unique solution \((v_c(\cdot), v_s(\cdot)) \in C(0, T_f; H_c \times H_s)\). Moreover, for every \( t \geq 0 \) and for almost all \( \omega \in \Omega \), \((v_c(t, \theta_{-t} \omega), v_s(t, \theta_{-t} \omega)) \in \tilde{M}(\omega)\).

**Proof.** The existence and uniqueness on a small time interval can be obtained by a contraction mapping argument [109, Lemma 3.3]. Then the solution can be extended to any time interval [109, Theorem 3.8]. We omit the details. \( \square \)
Proof of Theorem 6.10. It remains only to prove the almost sure asymptotic completeness of \( \tilde{M}(\omega) \). Fix an \( \omega \in \Omega \) and consider a solution
\[
v(t, \theta t \omega) = (v_c(t, \theta t \omega), v_s(t, \theta t \omega))
\]
of (6.26). For any \( \tau > 0 \), by Lemma 6.18 we can find a solution of (6.26) \( \bar{v}(t, \theta t \omega) \), lying on \( \tilde{M}(\omega) \), such that
\[
\bar{v}_c(\tau, \theta t \omega) = v_c(\tau, \theta t \omega).
\]
Then \( \bar{v}(t, \theta t \omega) \) depends on \( \tau > 0 \). Write
\[
\bar{v}_c(0; \tau, \omega) \triangleq \bar{v}_c(0, \omega)
\]
and
\[
\bar{v}_s(0; \tau, \omega) \triangleq \bar{v}_s(0, \omega).
\]
By the construction of \( \tilde{M}(\omega) \), we conclude that
\[
\|\tilde{v}_s(0; \tau, \omega)\| \leq \int_0^{\infty} e^{-\beta r - \int_0^{-r} z(\theta r \omega) d\xi} \| g_s(\theta r \omega, v^*(r)) \| dr.
\]
\[
\leq L_F \int_0^{\infty} e^{-(\beta + \eta) r} e^{-\int_0^{-r} z(\theta r \omega) d\xi} \| v^*(r) \| dr
\]
\[
\leq L_F \| v^* \|_{C_\eta} \int_0^{\infty} e^{-(\beta + \eta) r} dr. \quad (\beta + \eta > 0 \text{ by the choice of } \eta)
\]
Here we have introduced a random variable \( N_{L_F}(\omega) \), which is a finite tempered random variable, and \( N_{L_F}(\omega) \sim \mathcal{O}(L_F) \) almost surely. Since \( \bar{v}_c(\tau, \theta t \omega) = v_c(\tau, \theta t \omega) \), by the cone invariance
\[
v(t, \theta t \omega) - \bar{v}(t, \theta t \omega) \notin \hat{C}_\delta(\omega), \quad 0 \leq t \leq \tau.
\]
Define \( S(\omega) \triangleq \{ \bar{v}_c(0; \tau, \omega) : \tau > 0 \} \) and notice that
\[
\| \tilde{v}_c(0; \tau, \omega) - v_c(0, \omega) \| < \frac{1}{\delta} \| \tilde{v}_s(0; \tau, \omega) - v_s(0, \omega) \|
\]
\[
\leq \frac{1}{\delta} (N_{L_F}(\omega) + \| v_s(0, \omega) \|).
\]
Then \( S \) is a random bounded set in a finite dimensional space, that is, for almost all \( \omega \in \Omega \), \( S(\omega) \) is a bounded set in \( \mathbb{R}^N \), where \( N = \dim H_c \). But the bound may not be uniform in \( \omega \in \Omega \). However, for almost all \( \omega \in \Omega \), we can pick up a sequence \( \tau_m \to \infty \) such that
\[
\lim_{m \to \infty} \tilde{v}_c(0; \tau_m, \omega) = V_c(\omega).
\]
Moreover, $V_c(\omega)$ is measurable with respect to $\omega$. Define
\[
V(t, \theta_{-t}\omega) \equiv (V_c(t, \theta_{-t}\omega), V_s(t, \theta_{-t}\omega))
\]
to be a solution of (6.26), with $V(0, \omega) = (V_c(\omega), h^x(V_c(\omega), \omega))$. Then $V(t, \theta_{-t}\omega) \in \tilde{M}(\omega)$, and it is clear, by a contradiction argument, that
\[
v(t, \theta_{-t}\omega) - V(t, \theta_{-t}\omega) \notin C_\delta(\omega), \quad 0 \leq t < \infty,
\]
which implies the almost sure asymptotic completeness of $\tilde{M}(\omega)$.

Now, by the representation of $\tilde{M}(\omega)$ in Lemma 6.6 and the transform (6.25), restricting SPDE (6.20) to $M(\omega)$, we have the reduced system (6.40). This completes the proof of Theorem 6.10. □

**Remark 6.19.** Although we have considered SPDEs with linear multiplicative noise, the above discussion is also applicable to the additive noise case. We leave this as an exercise. Moreover, the assumption that the lower bound of $\sigma_c$ is nonnegative is not necessary; the discussion is applicable for any $\alpha$ with $\alpha > -\beta$, as seen in [109]. But in this chapter, we are interested in random center or center-unstable manifolds.

### 6.4 Local Random Invariant Manifold for SPDEs

One key assumption in the approach to construct a random invariant manifold is the global Lipschitz property of the nonlinearity, as in the previous section. However, many physical models have local Lipschitz nonlinearities, so the results in §6.3 do not apply directly to these models. The existence of a random invariant manifold for SPDEs with local Lipschitz nonlinearity may still be proven in many cases. One method is to cut the nonlinearity outside an absorbing set for a dissipative system and thus obtain a local random invariant manifold. Recent work by Blömker and Wang [47] applied a cutoff technique to study the local random invariant manifold for a class of SPDEs with quadratic nonlinearity. The shape of the random invariant manifold is determined with a high probability. Here we give a brief introduction to this cut-off technique for some SPDEs with a quadratic nonlinearity.

Consider the following SPDE in a separable Hilbert space $(H, \| \cdot \|, \langle \cdot, \cdot \rangle)$,
\[
\partial_t u = Au + \nu u + B(u, u) + \sigma u \circ \dot{W}, \quad u(0) = u_0 \in H,
\]  
(6.50)

where $\nu$ and $\sigma$ are positive constants and $W$ is a standard scalar Brownian motion. The linear operator $A$ has the spectral properties of §6.1.1, and furthermore, we assume $\lambda_i = 0$, for $i = 1, 2, \cdots, N$, and let $\lambda^* = \lambda_{N+1} < 0$. We also assume that the nonlinearity $B(u, u)$ satisfies the following assumption:

**(A)** For some $\alpha \in (0, 1)$, let $B : H \times H \to H^{-\alpha}$ be a bounded bilinear and symmetric operator, i.e., $B(u, \bar{u}) = B(\bar{u}, u)$, and let there be a constant $C_B > 0$ such that $\|B(u, \bar{u})\|_{-\alpha} \leq C_B \|u\| \|\bar{u}\|$. Also, denote by $\langle \cdot, \cdot \rangle$ the dual paring between $H^{-\alpha}$ and $H^{\alpha}$, and further assume that for $B(u) \equiv B(u, u)$,
\[
\langle B(u), u \rangle = 0 \quad \text{for all } u \in H^{\alpha}.
\]
As usual, denote by $\Pi_c$ and $\Pi_s$ the orthogonal projections from $H$ to $H_c$ and $H_s$ respectively. We introduce the interpolation spaces $H^\alpha$, $\alpha > 0$, as the domain of $(-A)^{\alpha/2}$ endowed with scalar product $\langle u, v \rangle_\alpha = \langle u, (1 - A)^\alpha v \rangle$ and corresponding norm $\| \cdot \|_\alpha$. We identify $H^{-\alpha}$ with the dual of $H^\alpha$ with respect to the scalar product in $H$.

Here the symmetry of $B$ is not necessary, but it simplifies expansions of $B(u + v)$.

Moreover, for simplicity, we assume that $B$ has quadratic form.

We work in the probability space $(\Omega, \mathcal{F}, \mathbb{P})$ constructed in §6.2 and use the transform $(6.25)$, that is,

$$v(t) = u(t)e^{-z(\theta_t \omega)}.$$  

Then we have a random system

$$\partial_t v = Av + \nu v + e^z B(v, v),$$  

(6.51)

which is an evolutionary equation with random stationary coefficients. For almost all $\omega \in \Omega$, by a similar discussion as for the well-posedness of deterministic evolutionary equations [276, Ch. 4.6], for any $t_0 < T$ and $v_0 \in H$, there is a unique solution $v(t, \omega; t_0, v_0) \in C(t_0, T; H)$ of Equation (6.51), with $v(t_0) = v_0$ and solution mapping $v_0 \mapsto v(t, \omega; t_0, v_0)$, is continuous for all $t \geq t_0$. Then, by the above transform, (6.50) generates a continuous RDS $\varphi(t, \omega)$ on $H$.

Due to the local Lipschitz property of $B$, the result in §6.2 and §6.3 can not be applied directly to Equation (6.51). So, we define an $R$-Ball in $H$ by $B_R(0) \triangleq \{ u \in H : \| u \| < R \}$ and define the following local random invariant manifold (LRIM).

**Definition 6.20.** A random dynamical system $\varphi(t, \omega)$, defined on $H$, is said to have a local random invariant manifold with radius $R$ if there is a random set $\mathcal{M}_R(\omega)$, which is defined by the graph of a random Lipschitz continuous function $h(\omega, \cdot) : B_R(0) \cap H_c \to H_s$, such that for all bounded sets $B$ in $B_R(0)$,

$$\varphi(t, \omega)[\mathcal{M}_R(\omega) \cap B] \subset \mathcal{M}_R(\theta_t \omega)$$

for all $t \in (0, \tau_0(\omega))$, where

$$\tau_0(\omega) = \tau_0(\omega, B) = \inf \{ t \geq 0 : \varphi(t, \omega)[\mathcal{M}_R(\omega) \cap B] \not\subset B_R(0) \}.  \quad (6.52)$$

In order to construct a LRIM for system (6.50), we introduce the following cut-off technique.

**Definition 6.21 (Cut-off).** Let $\chi : H \to \mathbb{R}^1$ be a bounded smooth function such that $\chi(u) = 1$ if $\| u \| \leq 1$ and $\chi(u) = 0$ if $\| u \| \geq 2$. For every $R > 0$, define $\chi_R(u) = \chi(u/R)$ for all $u \in H$. Given a radius $R > 0$, we further define a new nonlinear mapping

$$B^{(R)}(u) \triangleq \chi_R(u)B(u, u).$$

Now, by assumption (A), for a given $\alpha$ with property $0 < \alpha < 1$, the nonlinear mapping $B^{(R)}$ is globally Lipschitz continuous from $H$ to $H^{-\alpha}$ with Lipschitz constant

$$\text{Lip}_{H, H^{-\alpha}}(B^{(R)}) = L_R \triangleq 2RC_B.  \quad (6.53)$$
Next, we consider the following cut-off system
\[ \partial_t u = Au + vu + B^{(R)}(u) + \sigma u \circ \dot{W}, \quad u(0) = u_0. \] (6.54)

By the transform (6.25), we have
\[ v_t = Av + zv + vv + e^{-z} B^{(R)}(e^z v), \quad v(0) = u_0 e^{-z(0)}. \] (6.55)

By projections \( \Pi_c \) and \( \Pi_s \), Equation (6.55) is split into
\[ \partial_t v_c = \nu v_c + z v_c + \Pi_c e^{-z} B^{(R)}(e^z v), \quad v_c(0) = \Pi_c u_0 e^{-z(0)}, \]
\[ \partial_t v_s = -A_s v_s + \nu v_s + z v_s + \Pi_s e^{-z} B^{(R)}(e^z v), \quad v_s(0) = \Pi_s u_0 e^{-z(0)}. \]

Denote by \( \varphi^R(t, \omega) \) the continuous random dynamical system defined by Equation (6.54) on \( H \). Then, by the Lyapunov–Perron method of §6.2, we obtain a (global) random invariant manifold \( M_R^{\text{cut}}(\omega) \) for \( \varphi^R(t, \omega) \), which is the graph of a Lipschitz continuous random mapping \( h^{\text{cut}}(\omega, \cdot) : H_c \to H_s \) with
\[
h^{\text{cut}}(\omega, \xi) = e^{z(\omega)} \int_{-\infty}^{0} e^{(A_s - v)\tau + \int_{\tau}^{0} z(r) \, dr} e^{-z(\tau)} \times \Pi_s B^{(R)}(v^*(\tau, e^{-z(\omega)} \xi) e^{z(\tau)}) \, d\tau,
\]
provided that \( R \) is sufficiently small, such that for some \( 0 < \eta + \nu < \lambda < -\lambda_* \),
\[
L_R \left[ \frac{C_\alpha}{\eta + \nu} + M_{\alpha, \lambda} \frac{\Gamma(1 - \alpha)}{(\lambda - \eta - \nu)^{1 - \alpha}} \right] < 1. \] (6.56)

Here, \( \Gamma(\cdot) \) denotes the usual Gamma function and \( M_{\alpha, \lambda} \) is a positive constant such that for \( u \in H_s \),
\[
\|e^{A_s t} u\| \leq M_{\alpha, \lambda} e^{-t\lambda t^{-\alpha}} \|u\|_{-\alpha},
\]
and \( C_\alpha > 0 \) is a constant such that \( \|\Pi_c v\| \leq C_\alpha \|\Pi_c v\|_{-\alpha} \).

**Remark 6.22.** The above inequality holds true for \( \lambda \) sufficiently close to \( -\lambda_* \) and \( \lambda < -\lambda_* \); see [287, p. 538].

Now define a Lipschitz continuous random mapping by
\[
h(\omega, \cdot) : H_c \cap B_R(0) \to H_s \]
\[
\xi \mapsto h(\omega, \xi) = h^{\text{cut}}(\omega, \xi).
\]

Then,
\[
\mathcal{M}_R(\omega) = \text{graph}(h(\omega, \cdot)) = M_R^{\text{cut}}(\omega) \cap B_R(0)
\]
defines an LRIM of the random dynamical system \( \varphi(t, \omega) \) in \( H \).

**Remark 6.23.** The above local random invariant manifold depends heavily on the exit time \( \tau_0(\omega) \) of the orbit from the \( R \)-Ball \( B_R(0) \). So, an estimate on \( \tau_0(\omega) \) is important for further understanding the random dynamics of SPDE (6.50).
We are ready to show that this local random invariant manifold \( \mathcal{M}^R(\omega) \) is locally exponentially attracting. First, we have the following cone invariance property.

**Lemma 6.24.** Fix \( \delta > 0 \), and define the cone

\[ \mathcal{K}_\delta \triangleq \{ u \in H : \| u_s \| < \delta \| u_c \| \} . \]

Suppose that \( R \) is sufficiently small such that

\[ \lambda_* \geq 2 \left( 1 + \frac{1}{\delta} \right)^2 L^2_R + 4(1 + \delta)L_R , \quad (6.57) \]

and

\[ \lambda_* > 4\nu + 2L^2_R \left( 1 + \frac{1}{\delta} \right)^2 . \quad (6.58) \]

Let \( v, \tilde{v} \) be two solutions of (6.55) with initial value \( v_0 = u_0 e^{z(\omega)} \) and \( \tilde{v}_0 = \bar{u}_0 e^{z(\omega)} \). If \( v(t) - \tilde{v}(t) \in \mathcal{K}_\delta \), then \( v_c(t) - \tilde{v}_c(t) \in \mathcal{K}_\delta \) for all \( t \geq t_0 \). Moreover, if \( v - \tilde{v} \) is outside of \( \mathcal{K}_\delta \) at some time \( t_0 \), then

\[
\| v_s(t,\omega) - \tilde{v}_s(t,\omega) \|^2 \\
\leq \| u_0 - \bar{u}_0 \|^2 \exp \left\{ -\frac{1}{2} \lambda_* t + z(\omega) + 2 \int_0^t z(\theta \tau \omega) d\tau \right\} , \quad (6.59)
\]

for all \( t \in [0, t_0] \).

In the proof, we will see that \( 4\nu \) is not optimal in (6.58), but for simplicity, we keep the \( 4\nu \).

**Proof.** Define

\[ p \triangleq v_c - \tilde{v}_c \quad \text{and} \quad q \triangleq v_s - \tilde{v}_s . \]

Then,

\[ \partial_t p = \nu p + zp + e^{-z} \Pi_c B^{(R)}(v e^{z}) - e^{-z} \Pi_c B^{(R)}(\tilde{v} e^{z}) , \]

\[ \partial_t q = - A_s q + vq + zq + e^{-z} \Pi_s B^{(R)}(v e^{z}) - e^{-z} \Pi_s B^{(R)}(\tilde{v} e^{z}) . \]

By the properties of linear operator \( A \) and the Lipschitz property of \( B^{(R)} \), we obtain, for some positive constant \( c_1 \), depending on \( \lambda_* \) and \( \alpha \), that

\[
\frac{1}{2} \frac{d}{dt} \| p \|^2 \geq \nu \| p \|^2 + z \| p \|^2 - L_R \| p \|^2 - L_R \| p \| \| q \| , \quad (6.60)
\]

and

\[
\frac{1}{2} \frac{d}{dt} \| q \|^2 \leq - \| q \|^2 + \nu \| q \|^2 + z \| q \|^2 + L_R \| q \| \| q \| \alpha + L_R \| p \| \| q \| \alpha . \quad (6.61)
\]

Thus,

\[
\frac{1}{2} \frac{d}{dt} ( \| q \|^2 - \delta^2 \| p \|^2 ) \\
\leq - \| q \|^2 + \nu \| q \|^2 + z \| q \|^2 + L_R \| q \| \| q \| \alpha + L_R \| p \| \| q \| \alpha \\
- \nu \delta^2 \| p \|^2 - z \delta^2 \| p \|^2 + \delta^2 L_R \| p \|^2 + \delta^2 L_R \| p \| \| q \| .
\]


Now, if $v - \tilde{v} \in K_\delta$ (that is $\delta \|p\| = \|q\|$) for some $t$, then
\[
\frac{1}{2} \frac{d}{dt} (\|q\|^2 - \delta^2 \|p\|^2) \leq -\|q\|^2_1 + L_R \|q\|_\alpha + L_R \|p\| \|q\|_\alpha + \delta^2 L_R \|p\|^2 + \delta^2 L_R \|p\| \|q\|
\leq -\|q\|^2_1 + L_R (\|p\|_\alpha + \|q\|_1) + \delta^2 L_R \|p\|^2 + \delta^2 L_R \|p\| \|q\|
\leq -\|q\|^2_1 + L_R (1 + \frac{1}{\delta}) \|q\|_1 + (1 + \delta)L_R \|q\|^2
\leq -\frac{1}{2} \|q\|^2_1 + \left( \frac{1}{2} L_R^2 (1 + \frac{1}{\delta})^2 + (1 + \delta)L_R \right) \|q\|^2,
\]
where we have used Young’s inequality in the last step.

By (6.57), via the Poincaré inequality, we obtain
\[
\frac{d}{dt} (\|q\|^2 - \delta^2 \|p\|^2) \leq -\frac{1}{2} \lambda_* \|q\|^2,
\]
which yields the desired cone invariance property.

For the second claim, consider now that if $p + q$ is outside the cone at time $t_0$ (that is $\|q(t_0)\| > \delta \|p(t_0)\|$), then, by the first result, we have $\|q(t)\| > \delta \|p(t)\|$ for $t \in [0, t_0]$. By (6.61), we estimate
\[
\frac{1}{2} \frac{d}{dt} \|q\|^2 \leq -\|q\|^2_1 + (v + z) \|q\|^2 + L_R \|q\|_\alpha \|q\|_1 + L_R \|p\| \|q\|_1
\leq -\|q\|^2_1 + (v + z) \|q\|^2 + L_R \left( 1 + \frac{1}{\delta} \right) \|q\|_1 \|q\|_1
\leq -\frac{1}{2} \|q\|^2_1 + \left( v + z + \frac{1}{2} L_R^2 \left( 1 + \frac{1}{\delta} \right)^2 \right) \|q\|^2.
\]
By (6.58),
\[
\frac{d}{dt} \|q(t, \omega)\|^2 \leq \left( -\frac{1}{2} \lambda_* + 2z(\theta_t \omega) \right) \|q(t, \omega)\|^2.
\]
A comparison principle implies that, for almost all $\omega$,
\[
\|q(t, \omega)\|^2 \leq \|q(0, \omega)\|^2 \exp \left\{ -\frac{1}{2} \lambda_* t + 2 \int_0^t z(\theta_\tau \omega) d\tau \right\}.
\]
Finally, $\|q(0, \omega)\| = \|v_\delta(0, \omega) - \tilde{v}_\delta(0, \omega)\| \leq \|u_0 - \tilde{u}_0\| e^{z(\omega)}$, which yields the second claim. This completes the proof.

To prove the attracting property of $\mathcal{M}_\text{cut}^R$, we also need the following backward solvability result.

**Lemma 6.25.** For any given $T > 0$, the following terminal value problem,
\[
\dot{v}_c = \nu v_c + z v_c + \Pi_c e^{-z} B(R)((v_c + v_s) e^z), \quad v_c(T) = \xi \in H_c,
\]
\[
\dot{v}_s = (-A_s + v + z)v_s + \Pi_s e^{-z} B(R)((v_c + v_s) e^z), \quad v_s(0) = h^s(v_c(0)),
\]
has a unique solution $(v_c(t, \omega), v_s(t, \omega))$ in $C(0, T; H_c \times H_s)$, which lies on the manifold $\mathcal{M}_\text{cut}^R(\theta_t \omega)$, a.s.
By the discussion in §6.3, we have the following attracting property of the random invariant manifold $\mathcal{M}_{\text{cut}}^R$:

**Theorem 6.26 (Local random center manifold reduction).** Assume that the linear operator $A$ has the spectral properties in §6.1.1 and that (6.56)–(6.58) hold. For every solution $u(t, \omega)$ of the cut-off system (6.54), there exists an orbit $U(t, \omega)$ on $\mathcal{M}_{\text{cut}}^R(\theta_t \omega)$, where $\mathcal{M}_{\text{cut}}^R(\theta_t \omega)$ satisfies

$$
\partial_t u_c = \nu u_c + \Pi_c B^{(R)}(u_c + e^{-(\theta_t \omega)} h(\theta_t \omega, e^{-z(\theta_t \omega)} u_c)) + \sigma u_c \circ \dot{W}(t),
$$

and satisfies

$$
\|u(t, \omega) - U(t, \omega)\| \leq D(t, \omega) \|u(0, \omega) - U(0, \omega)\| e^{-\lambda_* t},
$$

with $D(t, \omega)$ being a tempered increasing process defined by

$$
D(t, \omega) = e^{z(\theta_t \omega) + \int_0^t z(\theta_{\tau} \omega) d\tau}.
$$

(6.62)

This is a local random center manifold reduction theorem.

For the original system (6.50), we have the following local approximation result.

**Corollary 6.27.** There exists a local random invariant manifold $\mathcal{M}^R(\omega)$ for system (6.50), in a small ball $B(0, R)$, with $R$ and $v$ sufficiently small. Moreover, for $\|u_0\| < R$,

$$
dist(\varphi(t, \omega)u_0, \mathcal{M}(\omega)) \leq 2RD(t, \omega)e^{-\lambda_* t},
$$

for all $t \in [0, \tau_0)$, where $\tau_0 = \inf\{t > 0 : \varphi(t, \omega)u_0 \notin B_r(0)\}$.

### 6.5 Random Slow Manifold Reduction for Slow-Fast SPDEs

In this section, we consider a random invariant manifold reduction, which is also called a random slow manifold reduction, for SPDEs with slow and fast time scales. The separation between slow time and fast time scales is measured by a small parameter $\epsilon > 0$. Some complex systems, as discussed in Chapter 5, have separated time scales and are described by the following slow-fast system in a separable Hilbert space $H$,

$$
du^\epsilon(t) = [A_1 u^\epsilon(t) + f(u^\epsilon(t), v^\epsilon(t))] dt,
$$

$$
dv^\epsilon(t) = \frac{1}{\epsilon} [A_2 v^\epsilon(t) + g(u^\epsilon(t), v^\epsilon(t))] dt + \frac{1}{\sqrt{\epsilon}} dW(t),
$$

with initial conditions $u^\epsilon(0) = u_0 \in H_1$, $v^\epsilon(0) = v_0 \in H_2$. Here the Hilbert space $H = H_1 \bigoplus H_2$ is the product of two separable Hilbert spaces $(H_1, |\cdot|_1)$ and $(H_2, |\cdot|_2)$, with norm $\|\cdot\| = |\cdot|_1 + |\cdot|_2$.

For a fixed $\epsilon > 0$, if the linear operator $A = (A_1, A_2/\epsilon)^T : D(A) \subset H \to H$ has the spectral properties in §6.1.1, and the nonlinearity $(f, g/\epsilon)^T : H \to H$ is Lipschitz continuous, with Lipschitz constant satisfying the gap condition (6.6), then the Lyapunov–Perron method is applicable here for constructing a random invariant
manifold $\mathcal{M}^\epsilon$ for system (6.63) and (6.64). Furthermore, if $H_1$ is finite dimensional, then we have a random invariant manifold reduction on $\mathcal{M}^\epsilon$ by the method in §6.3. Now, for the slow-fast system (6.63) and (6.64), an interesting and important issue is to describe the random invariant manifold $\mathcal{M}^\epsilon$ and the reduced system on $\mathcal{M}^\epsilon$ for small $\epsilon$. We call the approximation of the random invariant manifold $\epsilon \to 0$ and reduction of the system to the approximated random invariant manifold, as will be seen in Lemma 6.32 and Theorem 6.33, random slow manifold reduction.

The slow manifold is a special invariant manifold that describes slow dynamics of a system having slow and fast time scales [222]. Having a slow manifold, all fast variables are eliminated by “slaving” to the slow ones, and thus a reduced system on the slow manifold captures the effective dynamics of the original slow-fast system. Another interesting issue is the relation between this slow manifold reduction and averaging principles (see (6.85) below).

We first look at a linear example.

**Example 6.28.** Consider the following linear system with $H_1 = H_2 = \mathbb{R}^1$

\begin{align}
\dot{u}^\epsilon(t) &= au^\epsilon(t) + v^\epsilon(t), \quad (6.65) \\
\dot{v}^\epsilon(t) &= -\frac{1}{\epsilon}v^\epsilon(t) \, dt + \frac{1}{\sqrt{\epsilon}} \, dW(t), \quad (6.66)
\end{align}

where $a$ is a constant and $W(t)$ is a scalar Wiener process with covariance $\sigma$. Also, work in the canonical probability space $(\Omega_0, \mathcal{F}_0, \mathbb{P})$ defined by the sample paths of $W$, as in §4.10. By the averaging method from Chapter 5, we have an averaged equation for (6.65) and (6.66) on any finite time interval $[0, T]$, for $\epsilon \to 0$,

\[ \hat{u}(t) = a\bar{u}(t). \]

Notice that for any fixed $\epsilon > 0$, Equation (6.66) has a unique stationary solution $\eta^\epsilon(\theta_t \omega)$, which is exponentially stable, that is,

\[ |v^\epsilon(t) - \eta^\epsilon(t)|_2 \to 0, \quad t \to \infty, \]

with exponential rate. However, direct verification yields that, for any fixed $\epsilon > 0$,

\[ \mathcal{M}^\epsilon(\omega) \triangleq \{(\xi, \eta^\epsilon(\omega)) : \xi \in \mathbb{R}^1\} \]

is, in fact, a random invariant manifold for the system (6.65) and (6.66). Moreover,

\[ \|(u^\epsilon(t), v^\epsilon(t)) - (u^\epsilon(t), \eta^\epsilon(\theta_t \omega))\| \to 0, \quad \text{exponentially as} \quad t \to \infty. \]

That is, the random invariant manifold $\mathcal{M}^\epsilon(\omega)$ is exponentially attracting all orbits. Thus, we have the following reduced system

\[ \hat{u}^\epsilon(t) = a\bar{u}^\epsilon(t) + \eta^\epsilon(\theta_t \omega), \quad (6.67) \]

which is an equation with random force $\eta^\epsilon(\theta_t \omega)$. 
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On a slower time scale $t \mapsto t/\epsilon$, (6.65) and (6.66) are transformed to

$$\dot{\tilde{u}}^\epsilon(t) = \epsilon [a\tilde{u}^\epsilon(t) + \tilde{v}^\epsilon(t)],$$

$$d\tilde{v}^\epsilon(t) = -\tilde{v}^\epsilon(t) \, dt + d\tilde{W}(t),$$

where $\tilde{W}(t)$ is a scaled version of $W(t)$, which is also a scalar Wiener process with covariance $\sigma$. In this time scale, similarly, we also have a random invariant manifold, for fixed $\epsilon > 0$,

$$\tilde{M}(\omega) = \{(\xi, \eta(\omega)) : \xi \in \mathbb{R}^1\},$$

where $\eta(\theta_t \omega)$ is the unique stationary solution of (6.69). Again, we have the following reduced system on the random invariant manifold:

$$\dot{\hat{u}}^\epsilon \equiv \epsilon [a\hat{u}^\epsilon(t) + \eta(\theta_t \hat{\omega})].$$

Here, $\hat{\omega} \in \Omega$, and this is due to the time-scale transformation (also see (6.77) below). We see that $\tilde{M}$ is in fact independent of $\epsilon$, whereas $M^\epsilon$ is highly oscillating due to $\eta^\epsilon(\omega)$ for $\epsilon$ small. Moreover, in this slower time scale, the reduced system (6.70) trivially becomes

$$\dot{\hat{u}} = 0, \text{ as } \epsilon \to 0.$$

By Problem 6.4 or the deviation discussion in §5.3, the reduced system (6.67) becomes a system driven by a white noise

$$\dot{\tilde{u}}^\epsilon = a\tilde{u}^\epsilon + \sqrt{\epsilon} \hat{\tilde{W}} + \mathcal{O}(\epsilon),$$

where $\hat{\tilde{W}}$ is a scalar Wiener process with covariance $\sigma$. So, the reduced system (6.67) provides more information regarding the behavior of slow dynamics on a longer time scale.

**Remark 6.29.** The random invariant manifold $\tilde{M}(\omega)$ has the same distribution as that of $M^\epsilon(\omega)$ for any fixed $\epsilon > 0$. For more discussion about these two kinds of random invariant manifolds, see [275].

In the previous example of a linear finite dimensional system, the random invariant manifold is easily constructed. For nonlinear systems, this is generally impossible. However, an approximation to the random invariant manifold is possible and effective in many cases. We next present a slow manifold reduction method for slow-fast system (6.63) and (6.64) for small $\epsilon > 0$.

Assume that $W(t)$ is an $H_2$-valued, two-sided Wiener process with covariance operator $Q$, defined on the canonical probability space $(\Omega, \mathcal{F}, \mathbb{P})$ associated with $W(t)$, with the measure-preserving Wiener shift $\{\theta_t\}_{t \in \mathbb{R}}$ on $\Omega$. Furthermore, we make the following assumptions:

- **(A1)** There exist constants $\beta > 0$ and $\alpha > -\beta$ such that, for every $u \in H_1$ and $v \in H_2$,

$$|e^{A_1 t} u|_1 \leq e^{\alpha t} |u|_1, \quad t \leq 0 \quad \text{and} \quad |e^{A_2 t} v|_2 \leq e^{-\beta t} |v|_2, \quad t \geq 0.$$
(A<sub>2</sub>) \( f : H_1 \times H_2 \to H_1 \) and \( g : H_1 \times H_2 \to H_2 \) are both Lipschitz continuous with Lipschitz constants \( L_f \) and \( L_g \), respectively. Moreover, \( f(0, 0) = 0 \), \( g(0, 0) = 0 \), and for every \( x, y \in \mathbb{R} \),
\[
|f(x, y)| \leq L_f(|x| + |y| + 1), \quad |g(x, y)| \leq L_g(|x| + |y| + 1).
\]

(A<sub>3</sub>) The following spectral gap condition holds for every \( \epsilon \) with \( 0 < \epsilon \leq 1 \)
\[
L_f \frac{1}{\alpha - \lambda} + L_g \frac{1}{\epsilon \lambda + \beta} < 1,
\]
for some \( -\beta < \epsilon \lambda < \alpha \).

(A<sub>4</sub>) The covariance operator \( Q \) is of trace class, that is, \( \text{Tr}(Q) < \infty \).

Now, for any fixed \( \epsilon > 0 \), we rewrite equations (6.63) and (6.64) in the form (6.27). Let \( H = H_1 \oplus H_2 \), \( U = (u, v)^T \), \( W = (0, 1/\sqrt{\epsilon} W)^T \), and \( F(U) = (f(u, v), g(u, v)/\epsilon)^T \). Define a linear operator on \( H \) by
\[
\mathcal{A} U \triangleq \text{diag} \left( A_1 u, -\frac{1}{\epsilon} A_2 v \right).
\]
Then (6.63) and (6.64) can be rewritten in the following form:
\[
dU = \left[ \mathcal{A} U + F(U) \right] dt + dW(t).
\]
Introduce a stationary process \( \eta^\epsilon(t) = \eta^\epsilon(\theta_t \omega) \) that solves
\[
d\eta^\epsilon(t, \omega) = \frac{1}{\epsilon} A_2 \eta^\epsilon(t, \omega) dt + \frac{1}{\sqrt{\epsilon}} dW(t, \omega),
\]
and set
\[
(X^\epsilon, Y^\epsilon)^T = U - (0, \eta^\epsilon)^T.
\]
Therefore, we have the following random evolutionary equations:
\[
\dot{X}^\epsilon(t, \omega) = A_1 X^\epsilon(t, \omega) + f(X^\epsilon(t, \omega), Y^\epsilon(t, \omega) + \eta^\epsilon(\theta_t \omega)), \quad (6.71)
\]
\[
\dot{Y}^\epsilon(t, \omega) = \frac{1}{\epsilon} A_2 Y^\epsilon(t, \omega) + \frac{1}{\epsilon} g(X^\epsilon(t, \omega), Y^\epsilon(t, \omega) + \eta^\epsilon(\theta_t \omega)). \quad (6.72)
\]
For \( \lambda \) satisfying \( -\beta/\epsilon < \lambda < 0 \), introduce the following Banach space similar to (6.7):
\[
C^{-\lambda}_\epsilon \triangleq \left\{ v : (-\infty, 0] \to H_1 \times H_2 : v \text{ is continuous and} \right. \sup_{t \in (-\infty, 0]} e^{-\lambda t} \|v(t)\| < \infty \}
\]
with norm
\[
|v|_{C^{-\lambda}_\epsilon} = \sup_{t \in (-\infty, 0]} e^{-\lambda t} \|v(t)\|.
\]
Then, as in §6.3, for the system (6.63) and (6.64), we have the following result.
Theorem 6.30 (Random slow manifold reduction). Assume that (A_1)–(A_4) hold. Then the system (6.63) and (6.64) defines a continuous random dynamical system \( \varphi^\epsilon(t, \omega) \) on \( H_1 \oplus H_2 \). Moreover, \( \varphi^\epsilon(t, \omega) \) has a random invariant manifold

\[
\mathcal{M}^\epsilon(\omega) \triangleq \{(u, h^\epsilon(u, \omega), \eta^\epsilon(\omega)) : u \in H_1\},
\]

where \( h^\epsilon(\cdot, \omega) : H_1 \to H_2 \) is a Lipschitz continuous random mapping defined by

\[
h^\epsilon(u, \omega) \triangleq -\frac{1}{\epsilon} \int_{-\infty}^{0} e^{sA_2^*/\epsilon} g(X^{\epsilon^*}(s, \omega), Y^{\epsilon^*}(s, \omega) + \eta^\epsilon(\theta_s\omega)) \, ds,
\]

and

\[
X^{\epsilon^*}(t, \omega) = e^{A_1^t} u + \int_0^t e^{(t-s)A} f(X^{\epsilon^*}(s, \omega), Y^{\epsilon^*}(s, \omega) + \eta^\epsilon(\theta_s\omega)) \, ds,
\]

\[
Y^{\epsilon^*}(t, \omega) = \frac{1}{\epsilon} \int_{-\infty}^{t} e^{A_2^*(t-s)/\epsilon} g(X^{\epsilon^*}(s, \omega), Y^{\epsilon^*}(s, \omega) + \eta^\epsilon(\theta_s\omega)) \, ds,
\]

are the unique solutions in \( C_\lambda^- \) of (6.71) and (6.72). Furthermore, if \( H_1 \) is finite dimensional and

\[
\epsilon \alpha + \epsilon L_f + \epsilon \delta L_f - \beta + L_g + \delta^{-1} L_g < 0,
\]

then the random invariant manifold \( \mathcal{M}^\epsilon(\omega) \) is almost surely asymptotically complete. That is, for every solution \((u^\epsilon(t), v^\epsilon(t))\) to (6.63) and (6.64), there exists a solution \((\tilde{u}^\epsilon(t), h^\epsilon(\tilde{u}^\epsilon(t, \omega), \theta_t\omega) + \eta^\epsilon(\omega))\), lying on \( \mathcal{M}^\epsilon(\omega) \), which is governed by the following differential equation:

\[
\tilde{u}^\epsilon(t, \omega) = A_1 \tilde{u}^\epsilon(t, \omega) + f(\tilde{u}^\epsilon(t, \omega), h^\epsilon(\tilde{u}^\epsilon(t, \omega), \theta_t\omega) + \eta^\epsilon(\theta_t\omega)),
\]

such that, for almost all \( \omega \) and \( t \geq 0 \),

\[
\|((u^\epsilon(t, \omega), v^\epsilon(t, \omega)) - (\tilde{u}^\epsilon(t, \omega), h^\epsilon(\tilde{u}^\epsilon(0, \omega)))\| \leq D\|(u_0, v_0) - (\tilde{u}^\epsilon(0, \omega), h^\epsilon(\tilde{u}^\epsilon(0, \omega)))\|e^{-\frac{\gamma t}{\epsilon}},
\]

with \( \gamma = \beta - L_g - \delta^{-1} L_g > 0 \) and a deterministic constant \( D > 0 \).

If space \( H_1 \) is an infinite dimensional space, a bounded set may not be compact, so we cannot follow the approach in §6.3 to reduce (6.63) and (6.64) to the random invariant manifold \( \mathcal{M}^\epsilon \) to obtain (6.74). Very recent work by Fu and Duan [138] reduced (6.63) and (6.64) onto the random invariant manifold \( \mathcal{M}^\epsilon \), for \( \epsilon \) sufficiently small, but without assuming that \( H_1 \) is finite dimensional.

Furthermore, if we are concerned with the case of small \( \epsilon \), we will still derive a slow manifold reduced system by approximating \( \mathcal{M}^\epsilon \). A similar result is also obtained by Fu and Duan [138] for a slower time scale.

To approximate the random manifold \( \mathcal{M}^\epsilon(\omega) \) for small \( \epsilon \), we consider the following random evolutionary equations:

\[
\dot{X}^\epsilon(t, \omega) = \epsilon A_1 \dot{X}^\epsilon(t, \omega) + \epsilon f(\dot{X}^\epsilon(t, \omega), \dot{Y}^\epsilon(t, \omega) + \eta(\theta_t\omega)),
\]

\[
\dot{Y}^\epsilon(t, \omega) = A_2 \dot{Y}^\epsilon(t, \omega) + g(\dot{X}^\epsilon(t, \omega), \dot{Y}^\epsilon(t, \omega) + \eta(\theta_t\omega)),
\]
where \( \eta(t) = \eta(\theta_t \omega) \) is the unique stationary solution of the following linear equation:

\[
d\eta(t, \omega) = A_2 \eta(t, \omega) + dW(t, \omega).
\]

Notice that equations (6.75) and (6.76) are equations (6.71) and (6.72) on time scale \( \epsilon t \). However, we show that equations (6.71) and (6.72) do not coincide with (6.75) and (6.76) for the same \( \omega \in \Omega \), because the time scale transform \( t \to \epsilon t \) also transforms \( \theta_t \omega \) to \( \theta_{\epsilon t} \omega \). In fact,

\[
\eta^\epsilon(\omega) = \frac{1}{\sqrt{\epsilon}} \int_{-\infty}^{0} e^{-A_2 s/\epsilon} dW(s, \omega) \\
= \int_{-\infty}^{0} e^{-A_2 s} d\frac{1}{\sqrt{\epsilon}} W(\epsilon s, \omega) \\
= \int_{-\infty}^{0} e^{-A_2 s} dW^\epsilon(s, \omega).
\]

By the scaling property of Wiener process, \( W^\epsilon(t, \omega) = \frac{1}{\sqrt{\epsilon}} W(\epsilon s, \omega) \) is still a Wiener process with the same distribution as \( W(t, \omega) \), but \( W(t, \omega) \neq W^\epsilon(t, \omega) \) for almost all \( \omega \in \Omega \). For this, we introduce a new measure-preserving transform \( \omega \mapsto \psi^\epsilon \omega \), on probability space \( (\Omega, \mathcal{F}, P^\epsilon) \), given by

\[
\psi^\epsilon \omega(t) = \frac{1}{\sqrt{\epsilon}} \omega(\epsilon t), \quad \omega \in \Omega.
\]

Then

\[
W^\epsilon(t, \omega) = \frac{1}{\sqrt{\epsilon}} W(\epsilon t, \omega) = \frac{1}{\sqrt{\epsilon}} \omega(\epsilon t) = \psi^\epsilon \omega(t) = W(t, \psi^\epsilon \omega). \tag{6.77}
\]

Therefore,

\[
\eta^\epsilon(\omega) = \int_{-\infty}^{0} e^{-A_2 s} dW(s, \psi^\epsilon \omega) = \eta(\psi^\epsilon \omega).
\]

Moreover, by the definitions of \( \theta_t \) and \( \psi^\epsilon \), we have, for almost all \( \omega \in \Omega \),

\[
\eta^\epsilon(\theta_t \omega) = \eta(\theta_{t/\epsilon} \psi^\epsilon \omega).
\]

Now, by (6.73), for almost all \( \omega \in \Omega \),

\[
h^\epsilon(u, \omega) = \int_{-\infty}^{0} e^{-A_2 s} g(X^\epsilon(s, \omega), Y^\epsilon(s, \omega) + \eta^\epsilon(\theta_{s/3} \omega)) \\
= \int_{-\infty}^{0} e^{-A_2 s} g(\bar{X}^\epsilon(s, \psi^\epsilon \omega), \bar{Y}^\epsilon(s, \psi^\epsilon \omega) + \eta(\theta_{s/3} \psi^\epsilon \omega)) \\
= \int_{-\infty}^{0} e^{-A_2 s} g(\bar{X}^\epsilon(s, \psi^\epsilon \omega), \bar{Y}^\epsilon(s, \psi^\epsilon \omega) + \eta(\theta_{s} \psi^\epsilon \omega)),
\]
where \((\bar{X}_\epsilon^*(t), \bar{Y}_\epsilon^*(t))\) is the unique solution of (6.75) and (6.76) in \(C_{\epsilon\lambda}^-\). This shows that \(\mathcal{M}_\epsilon(\omega)\) is a random invariant manifold for random dynamical system \(\bar{\varphi}_\epsilon(t, \psi_\epsilon \omega)\), defined by (6.75) and (6.76).

To approximate \(h_\epsilon(u, \omega)\), we introduce

\[
h_0(u, \omega) = \int_{-\infty}^{0} e^{-A_2s} g(u, \bar{Y}_\epsilon^*(s) + \eta(\theta_s \omega)) \, ds,
\]

where

\[
\bar{Y}_\epsilon^*(t, \omega) = \int_{t}^{\infty} e^{A_2(t-s)} g(u, \bar{Y}_\epsilon^*(s) + \eta(\theta_s \omega)) \, ds,
\]

is the unique solution, in \(C_{\lambda}\), of

\[
\dot{\bar{Y}}(t, \omega) = A_2 \bar{Y}(t, \omega) + g(u, \bar{Y}(t, \omega) + \eta(\theta_t \omega)).
\]

In fact, by (A_2), \(\beta + L_g < 0\), so for every fixed \(u \in H_1\), the solution of (6.80), with initial value \(h_0(u, \omega)\), is the unique stationary solution of (6.80).

Next we show that for small \(\epsilon\), \(h_\epsilon(u, \omega)\) is approximated by \(h_0(u, \psi_\epsilon \omega)\). For this, we need some energy estimates on the solution \((u_\epsilon, v_\epsilon)\). In fact, we have the following result.

**Lemma 6.31.** For every \((u_0, v_0) \in H\), the unique solution \((u_\epsilon, v_\epsilon)\) of (6.63) and (6.64) has the following property: For every \(T > 0\), there exists a constant \(C_T > 0\) such that

\[
\sup_{0 \leq t \leq T} \mathbb{E} \left[ |u_\epsilon(t)|_1^2 + |v_\epsilon(t)|_2^2 \right] \leq C_T \left( |u_0|_1^2 + |v_0|_2^2 \right).
\]

**Proof.** Denote by \(\langle \cdot, \cdot \rangle_1\) and \(\langle \cdot, \cdot \rangle_2\) the scalar products in space \(H_1\) and \(H_2\), respectively. By the Lipschitz property and the facts that \(f(0, 0) = 0\) and \(g(0, 0) = 0\), we have

\[
\frac{1}{2} \frac{d}{dt} |u_\epsilon|^2_1 = \langle A_1 u_\epsilon, u_\epsilon \rangle_1 + \langle f(u_\epsilon, v_\epsilon) - f(0, v_\epsilon) u_\epsilon \rangle_1
\]

\[
+ \langle f(0, v_\epsilon) - f(0, 0), u_\epsilon \rangle_1
\]

\[
\leq \alpha |u_\epsilon|^2_1 + L_f \|u_\epsilon\|_1^2 + L_f |u_\epsilon|_1 |v_\epsilon|_2,
\]

and

\[
\frac{1}{2} \frac{d}{dt} |v_\epsilon|^2_2 = \frac{1}{\epsilon} \langle A_2 v_\epsilon, v_\epsilon \rangle_2 + \frac{1}{\epsilon} \langle g(u_\epsilon, v_\epsilon) - g(u_\epsilon, 0), v_\epsilon \rangle_2
\]

\[
+ \frac{1}{\epsilon} \langle g(u_\epsilon, 0) - g(0, 0), v_\epsilon \rangle_2 + \frac{1}{2\epsilon} \text{Tr}(Q) + \frac{1}{\sqrt{\epsilon}} \langle \dot{W}, v_\epsilon \rangle_2
\]

\[
\leq -\frac{1}{\epsilon} \beta |v_\epsilon|^2_2 + \frac{1}{\epsilon} \sqrt{L_g} |v_\epsilon|^2_2 + \frac{1}{\epsilon} L_g |u_\epsilon|_1 |v_\epsilon|_2 + \frac{1}{2\epsilon} \text{Tr}(Q) + \frac{1}{\epsilon} \langle \dot{W}, v_\epsilon \rangle_2.
\]
Adding $\epsilon$ times (6.82) to (6.81) and taking expectation imply
\[
\frac{d}{dt} \mathbb{E} \left[ |u^\epsilon|^2_t + \epsilon |v^\epsilon|^2_t \right] \leq (\alpha + L_f) \mathbb{E} |u^\epsilon|^2_t - (\beta - L_g) \mathbb{E} |v^\epsilon|^2_t + (L_f + L_g) \mathbb{E} [|u^\epsilon|^1_t |v^\epsilon|^2_t] + \text{Tr}(Q).
\]

For every $\epsilon > 0$, by Hölder inequality there is $C_{\epsilon} > 0$, such that
\[
(L_f + L_g) \mathbb{E} [|u^\epsilon|^1_t |v^\epsilon|^2_t] \leq C_{\epsilon} |u^\epsilon|^2_t + \epsilon |v^\epsilon|^2_t.
\]
Choose $\epsilon > 0$ so that $-\beta + L_g + \epsilon < 0$. Hence, for some positive constant $C_1$, we have
\[
\frac{1}{2} \frac{d}{dt} \mathbb{E} \left[ |u^\epsilon|^2_t + \epsilon |v^\epsilon|^2_t \right] \leq (\alpha + L_f + C_{\epsilon}) \mathbb{E} |u^\epsilon|^2_t - (\beta - L_g - \epsilon) |v^\epsilon|^2_t + \text{Tr}(Q)
\]
\[
\leq C_1 \mathbb{E} [|u^\epsilon|^2_t + \epsilon |v^\epsilon|^2_t] + \text{Tr}(Q).
\]
Thus, Gronwall inequality yields
\[
\mathbb{E} \left[ |u^\epsilon(t)|^2_t + \epsilon |v^\epsilon(t)|^2_t \right] \leq C_T \left( |u_0|^2_1 + |v_0|^2_2 \right), \quad 0 \leq t \leq T,
\]
for some positive constant $C_T$. Now, going back to Equation (6.82), we still choose $\epsilon > 0$ as above; then we have, for some $C'_{\epsilon} > 0$,
\[
\frac{1}{2} \frac{d}{dt} \mathbb{E} |v^\epsilon|^2_t \leq -\frac{1}{\epsilon} (\beta - L_g + \epsilon) |v^\epsilon|^2_t + \frac{1}{\epsilon} C_{\epsilon} |u^\epsilon|^2_t + \frac{1}{\epsilon} \text{Tr}(Q).
\]
Again, by Gronwall inequality and the estimate on $|u^\epsilon|^2_t$, we conclude that
\[
\mathbb{E} |v^\epsilon(t)|^2_t \leq C_T \left( |u_0|^2_1 + |v_0|^2_2 \right), \quad 0 \leq t \leq T,
\]
for some constant $C_T > 0$. This completes the proof. \qed

We now prove the following result regarding approximation of the random slow manifold.

**Lemma 6.32.** Assume that (A1)–(A4) hold. Then, for almost all $\omega \in \Omega$,
\[
|h^\epsilon(u, \omega) - h^0(u, \psi^\epsilon \omega)|_2 = O(\epsilon), \quad \text{as} \quad \epsilon \to 0,
\]
which is uniform for $u$ on any bounded set of the Hilbert space $H_1$.

**Proof.** For a Lipschitz continuous mapping $h : H_1 \to H_2$ and $u \in H_1$, consider the solution $(\bar{X}^\epsilon(t, \omega, (u, h(u))))$, $(\bar{Y}^\epsilon(t, \omega, (u, h(u))))$ of the Equations (6.75) and (6.76), with initial value $(u, h(u) + \eta(\omega))$. By Lemma 6.31, for almost all $\omega$,
\[
\bar{X}^\epsilon(t, \omega, (u, h(u))) = e^{\epsilon A_1 t} u + \epsilon \int_0^t e^{\epsilon A_1 (t-s)} f(\bar{X}^\epsilon(s, \omega, (u, h(u))) ds \to u, \quad \epsilon \to 0,
\]
uniformly in $u$ from bounded set and $t \in [0, T]$. 


Denote by $\tilde{Y}(t, \omega, h(u))$ the solution of (6.80) with initial value $h(u)$. Note that

$$|\tilde{Y}^\epsilon(t, \omega, (u, h(u))) - \tilde{Y}(t, \omega, h(u))|_2$$

$$\leq \int_0^t \left| e^{A_2(t-s)} \left[ g(\tilde{X}^\epsilon(s, \omega, (u, h(u))), \tilde{Y}^\epsilon(s, \omega, (u, h(u)))) - g(u, \tilde{Y}(s, \omega, h(u)))) \right] \right| ds$$

$$\leq L_g \int_0^t e^{-\beta(t-s)} |\tilde{X}^\epsilon(s, \omega, (u, h(u))) - u|_2 ds$$

$$+ L_g \int_0^t e^{-\beta(t-s)} |\tilde{Y}^\epsilon(s, \omega, (u, h(u))) - \tilde{Y}(s, \omega, h(u))|_2 ds.$$  

Using Gronwall inequality, we obtain that, uniformly for $u$ in any bounded set,

$$\tilde{Y}^\epsilon(t, \omega, (u, h(u))) \rightarrow \tilde{Y}(t, \omega, h(u)), \text{ a.s. } \epsilon \rightarrow 0.$$  

Now, by the invariance of $(u, h^\epsilon(u, \omega))$ and $(u, h^0(u, \omega))$,

$$|h^\epsilon(u, \omega) - h^0(u, \psi^\epsilon \omega)|_2$$

$$= |\tilde{Y}^\epsilon(t, \theta_{-t} \psi^\epsilon \omega, (u, h^\epsilon(u, \omega))) - \tilde{Y}(t, \theta_{-t} \psi^\epsilon \omega, h^0(u, \psi^\epsilon \omega))|_2$$

$$\leq |\tilde{Y}^\epsilon(t, \theta_{-t} \psi^\epsilon \omega, (u, h^\epsilon(u, \omega))) - \tilde{Y}^\epsilon(t, \theta_{-t} \psi^\epsilon \omega, h^0(u, \psi^\epsilon \omega))|_2$$

$$+ |\tilde{Y}^\epsilon(t, \theta_{-t} \psi^\epsilon \omega, h^0(u, \psi^\epsilon \omega)) - \tilde{Y}(t, \theta_{-t} \psi^\epsilon \omega, h^0(u, \psi^\epsilon \omega))|_2.$$  

Let $V^\epsilon(t, \omega) \triangleq \tilde{Y}^\epsilon(t, \theta_{-t} \psi^\epsilon \omega, (u, h^\epsilon(u, \omega))) - \tilde{Y}^\epsilon(t, \theta_{-t} \psi^\epsilon \omega, h^0(u, \psi^\epsilon \omega))$. From (6.76), and by choosing $\kappa > 0$ such that $-\beta + L_g + \kappa < 0$, we deduce that, for some $C_\kappa > 0$,

$$\frac{1}{2} \frac{d}{dt} |V^\epsilon(t, \omega)|_2^2 \leq (-\beta + L_g + \kappa) |V^\epsilon(t, \omega)|_2^2$$

$$+ C_\kappa |\tilde{X}^\epsilon(t, \theta_{-t} \omega, (u, h^\epsilon(u, \omega))) - \tilde{X}^\epsilon(t, \theta_{-t} \omega, (u, h^0(u, \psi^\epsilon \omega)))|_1^2.$$  

Next, choose $T > 0$ such that $e^{(-\beta + L_g + \kappa)T} < 1/4$, and using Cauchy–Schwarz inequality, we get

$$|V^\epsilon(T, \omega)|_2 \leq \frac{1}{2} |h^\epsilon(u, \omega) - h^0(u, \psi^\epsilon \omega)|_2$$

$$+ 2 \left[ \int_0^T e^{(-\beta + L_g + \kappa)(T-s)} |\tilde{X}^\epsilon(s, \theta_{-s} \omega, (u, h^\epsilon(u, \omega))) - \tilde{X}^\epsilon(s, \theta_{-s} \omega, (u, h^0(u, \psi^\epsilon \omega)))|_1^2 ds \right]^{1/2}.$$  

Hence,

$$|h^\epsilon(u, \omega) - h^0(u, \psi^\epsilon \omega)|_2$$

$$\leq |\tilde{Y}^\epsilon(T, \theta_{-T} \psi^\epsilon \omega, (u, h^0(u, \psi^\epsilon \omega))) - \tilde{Y}(T, \theta_{-T} \psi^\epsilon \omega, h^0(u, \psi^\epsilon \omega))|_2.$$  

$$- \tilde{X}^\epsilon(s, \theta_{-s} \omega, (u, h^0(u, \psi^\epsilon \omega)))|_1^2 ds \right]^{1/2}.$$
$$+ 2 \left[ \int_0^T e^{(-\beta + L_\epsilon + \kappa)(T-s)} |\tilde{X}^\epsilon(s, \theta_{-s}, (u, h^\epsilon(u, \omega))) - \tilde{X}^\epsilon(s, \theta_{-s}, (u, h^0(u, \psi^\epsilon\omega))))|^2 ds \right]^{1/2} \to 0, \quad a.s. \quad \epsilon \to 0. \]$$

This completes the proof. □

For the reduced system (6.74) and by Lemma 6.32, we have

$$\dot{\hat{u}}^\epsilon(t, \omega) = A_1 \hat{u}^\epsilon(t, \omega) + f(\hat{u}^\epsilon(t, \omega), h^0(\hat{u}^\epsilon(t, \omega), \psi^\epsilon(\omega) \theta_t) + O(\epsilon) + \eta(\psi^\epsilon(\omega))$$

$$= A_1 \hat{u}^\epsilon(t, \omega) + f(\hat{u}^\epsilon(t, \omega), h^0(\hat{u}^\epsilon(t, \omega), \psi^\epsilon(\omega))$$

$$+ \eta(\psi^\epsilon(\omega)) + O(\epsilon).$$

Thus, we have the following approximate random slow manifold reduction theorem.

**Theorem 6.33 (Approximate random slow manifold reduction).** Assume that (A1)–(A4) hold. Then random slow manifold reduction for the slow-fast SPDEs (6.63) and (6.64), up to the order of $O(\epsilon)$, is

$$d\hat{u}^\epsilon(t) = \left[ A_1 \hat{u}^\epsilon(t) + f\left(\hat{u}^\epsilon(t), h^0\left(\hat{u}^\epsilon(t), \theta_t \psi^\epsilon(\omega)\right) + \eta\left(\theta_t \psi^\epsilon(\omega)\right)\right)\right] dt \quad (6.83)$$

with initial value $\hat{u}^\epsilon(0) = u_0$.

The above result shows that the slow manifold reduction has an error of order $\epsilon$ instead of $\sqrt{\epsilon}$, as in the averaging approach. However, for small $\epsilon > 0$, the slow manifold reduced model (6.83) is in fact a differential equation with oscillating random coefficients that are strong, mixing with exponential decay rate. Then, by the averaging results for random differential equations with oscillating coefficients in §5.6, we have the following averaged equation:

$$d\tilde{u} = \left[ A_1 \tilde{u} + \tilde{f}(\tilde{u}) \right] dt, \quad (6.84)$$

where $\tilde{f}(\tilde{u}) \triangleq \mathbb{E} f(\tilde{u}, h^0(\tilde{u}, \omega) + \eta(\omega))$. This again yields an averaging result for slow-fast SPDEs. Furthermore, by the deviation consideration in Chapter 5, a reduced model with an error of $\epsilon$ can be derived in the sense of distribution. We omit the details here.

So, if the random slow invariant manifold $\mathcal{M}^\epsilon(\omega)$ is almost surely asymptotically complete, we can reduce the system onto $\mathcal{M}^\epsilon(\omega)$, which is an approximation up to an error of order $O(\epsilon)$. Furthermore, if $\epsilon$ is small, we then can approximate the slow manifold by an averaging model, which is up to an error of $O(\sqrt{\epsilon})$. Then we formally deduce the following relation between slow manifold reduction and averaging reduction for the slow-fast system (6.63) and (6.64):

$$(u^\epsilon(t), v^\epsilon(t)) = (\tilde{u}^\epsilon(t), h^0(\tilde{u}^\epsilon(t), \theta_t \omega) + \eta(\theta_t \omega)) + O(\exp \{-\lambda t\})$$

for some $\lambda > 0$, a.s. $\omega \in \Omega$ and any $t > 0$ (almost sure asymptotic completeness)(Theorem 6.30)
\[
\begin{align*}
\hat{u}^\varepsilon(t, h^0(\hat{u}^\varepsilon(t), \theta_t^\varepsilon \psi^\varepsilon \omega)) + \eta \left( \theta_t^\varepsilon \psi^\varepsilon \omega \right) + O(\varepsilon)
onumber
\end{align*}
\]
on any finite time interval \([0, T]\) (Theorem 6.33)
\[
\begin{align*}
= (\bar{u}(t), \bar{h}^0(\bar{u}(t))) + \sqrt{\varepsilon} \text{ fluctuation} + O(\varepsilon)
\end{align*}
\]
in the sense of distribution on finite time interval \([0, T]\) (averaging and deviation result),
\[
\eqref{6.85}
\]
where \(\bar{u}\) solves \(\eqref{6.84}\), and \(\bar{h}(\bar{u}) \triangleq Eh^0(\bar{u}, \omega)\).

These relations imply that random slow manifold reduction \((O(\varepsilon))\) is more effective than averaging reduction \((O(\sqrt{\varepsilon}))\). Moreover, random slow manifold reduction gives an approximation at any time, whereas the averaging approximation is effective with any fixed end time \(T\). The inclusion of a deviation estimate improves the effectiveness of the averaging approximation in the sense of distribution with an error up to \(O(\varepsilon)\). One advantage of the averaging and deviation is that the reduced equation is a stochastic differential system, which is easier to treat than a differential equation with random coefficients (random slow manifold reduced equation).

Now we present one example to illustrate slow manifold reduction for slow-fast SPDEs.

**Example 6.34.** Consider the following slow-fast SPDEs:
\[
\begin{align*}
\dot{u}^\varepsilon &= au^\varepsilon + f(u^\varepsilon) + v^\varepsilon, \quad u^\varepsilon(0) = u_0 \in L^2(D), \\
\dot{v}^\varepsilon &= \frac{1}{\varepsilon} [v_{xx}^\varepsilon + u^\varepsilon] dt + \frac{1}{\sqrt{\varepsilon}} dW(t), \quad v^\varepsilon(0) = v_0 \in L^2(D),
\end{align*}
\]
for \(x \in D = (-l, l), l > 0\), with zero Dirichlet boundary conditions, with \(a \geq 0\), and \(W(t)\) an \(L^2\)-valued Wiener process. Denote by \(-\lambda_1\) the first eigenvalue of \(\partial_{xx}\) on \((-l, l)\) with zero Dirichlet boundary conditions. The nonlinear term \(f : \mathbb{R}^1 \to \mathbb{R}^1\) is Lipschitz continuous with Lipschitz constant \(L_f\) such that, for every \(\varepsilon < 1\),
\[
L_f \frac{1}{a - \lambda} + \frac{1}{\varepsilon \lambda + \lambda_1} < 1
\]
for \(-\lambda_1 < \varepsilon \lambda < a\). Assumption (A3) is thus satisfied.

The above slow-fast stochastic system has an almost sure asymptotic complete stochastic slow manifold, which can be represented as the graph of a mapping \(h^\varepsilon(\cdot, \omega) : L^2(D) \to L^2(D)\). Thus, we have the following random invariant manifold reduction:
\[
\dot{u}^\varepsilon(t) = au^\varepsilon(t) + f(u^\varepsilon(t)) + h^\varepsilon(u^\varepsilon(t), \theta_t \omega).
\]
For small \(\varepsilon > 0\), by Lemma 6.32, \(h^\varepsilon(u, \omega)\) has the following expansion in \(u\) for almost all \(\omega \in \Omega\):
\[
h^\varepsilon(u, \omega) = A^{-1}u + \eta^\varepsilon(\omega) + O(\varepsilon)
\]
\[
= h^0(u, \psi^\varepsilon \omega) + O(\varepsilon),
\]
where \(h^0(u, \omega) \triangleq A^{-1}u + \eta(\omega), A \triangleq -\Delta\) with zero Dirichlet boundary conditions on \(D\), \(\eta^\varepsilon(t, \omega) = \eta^\varepsilon(\theta_t \omega)\) and \(\eta(t, \omega) = \eta(\theta_t \omega)\) are the stationary solutions of
\[
d\eta^\varepsilon(t, \omega) = \frac{1}{\varepsilon} \eta_{xx}^\varepsilon(t, \omega) dt + \frac{1}{\sqrt{\varepsilon}} dW(t, \omega)
\]
and
\[ d\eta(t, \omega) = \eta_{xx}(t, \omega) \, dt + dW^\varepsilon(t, \omega), \]
respectively. Here \( W^\varepsilon(t, \omega) = \frac{1}{\sqrt{\varepsilon}} W(\varepsilon t, \omega) \), which is an \( L^2 \)-valued Wiener process with the same distribution as that of \( W(t, \omega) \).

Then we have the following random slow manifold reduction up to an error of \( O(\varepsilon) \):
\[ \dot{\tilde{u}}^\varepsilon(t) = a\tilde{u}^\varepsilon(t) + f(\tilde{u}^\varepsilon(t)) + A^{-1}\tilde{u}^\varepsilon(t) + \eta^\varepsilon(\theta_\varepsilon \omega), \]
Furthermore, by applying the averaging method, we have an averaged system up to an error of \( \sqrt{\varepsilon} \):
\[ \dot{\hat{u}}(t) = a\hat{u}(t) + f(\hat{u}(t)) + A^{-1}\hat{u}(t). \]
By Problem 6.4, in the sense of distribution, the limit of \( \frac{1}{\sqrt{\varepsilon}} \int_{0}^{t} \eta^\varepsilon(s) \, ds, \varepsilon \to 0 \), behaves like a Wiener process \( \bar{W}(t) \). Therefore, we have a reduced system, up to an error of \( O(\varepsilon) \), in the sense of distribution
\[ \dot{\hat{u}}(t) = a\hat{u}(t) + f(\hat{u}(t)) + A^{-1}\hat{u}(t) + \sqrt{\varepsilon} \dot{\bar{W}}(t). \]
Notice that here the fluctuation is independent of \( \tilde{u} \), so we can write down the above equation. For a general case, where the fast part and slow part are nonlinearly coupled, the above equation is not obvious [219].

### 6.6 A Different Reduction Method for SPDEs: Amplitude Equation

We apply stochastic slow manifold reduction to study the amplitude of solutions for a class of SPDEs near a change of stability that has been studied by asymptotic expansions [43]. Consider the following stochastic reaction-diffusion equation on \([0, \pi]\):
\[ dw = [w_{xx} + w + \varepsilon \gamma w + f(w)] \, dt + \sqrt{\varepsilon} dW(t), \]
\[ w^\varepsilon(0, t) = 0, \quad w^\varepsilon(\pi, t) = 0, \]
where \( \gamma > -1 \) is a bifurcation parameter. We consider a special degenerate Wiener process \( W \), that is, \( W(x, t) = \beta_2(t) \sin 2x \), where \( \beta_2(t) \) is a standard scalar Brownian motion. The amplitude equation for SPDEs with more general degenerate noise is discussed in [46]. Additionally, we assume that \( f(0) = 0, f(w)w < 0 \), and \( f \) is Lipschitz continuous, with Lipschitz constant \( L_f \) satisfying
\[ \gamma - L_f > -1. \]
Furthermore, we assume that for any \( x \in \mathbb{R} \), \( \frac{1}{\alpha^2} f(\alpha x) \) is continuous in \( \alpha \), and the limit \( h(x) \triangleq \lim_{\alpha \to 0} \frac{1}{\alpha^2} f(\alpha x) \) exists and is Lipschitz continuous with Lipschitz constant \( L_f \).
Remark 6.35. An example of the nonlinear function $f$ is $f(x) = 6r(\sin x - x)$ on $(-1/2, 1/2)$, but it vanishes outside of $(-1, 1)$ for a small $r > 0$. Then $h(x) = -rx^3$ on $(-1/2, 1/2)$ and vanishes outside of $(-1, 1)$. So, for this special $f$, $f(w) \sim -r w^3$ when we consider a small solution. Thus, the properties of the small solutions of Equation (6.86) are similar to those of Equation (5.86) with cubic nonlinearity. Next we show this by random slow manifold reduction.

We are interested in the small solution on a long time scale $\varepsilon^{-1}$. Decomposing the solution as $w(t) \overset{\Delta}{=} \sqrt{\varepsilon} u^\varepsilon(t') + \sqrt{\varepsilon} v^\varepsilon(t')$ in slow time scale $t' = \varepsilon t$ and by omitting the primes, we have

$$u^\varepsilon_t = \gamma u^\varepsilon + \mathcal{P}_1 f^\varepsilon(u^\varepsilon, v^\varepsilon),$$

$$dv^\varepsilon_e = \frac{1}{\varepsilon} \left[ v^\varepsilon_{xx} + v^\varepsilon + \varepsilon \gamma v^\varepsilon + \varepsilon \mathcal{Q}_1 f^\varepsilon(u^\varepsilon, v^\varepsilon) \right] dt + \frac{1}{\sqrt{\varepsilon}} dW^e(t),$$

where $f^\varepsilon(u^\varepsilon, v^\varepsilon) \overset{\Delta}{=} \frac{1}{\varepsilon \sqrt{\varepsilon}} f(\sqrt{\varepsilon} u^\varepsilon + \sqrt{\varepsilon} v^\varepsilon)$, $W^e(t) = \sqrt{\varepsilon} W(\varepsilon^{-1} t)$, $\mathcal{P}_1$ is the projection from $H = L^2(0, \pi)$ to space $\{a \sin x : a \in \mathbb{R}\}$, and $\mathcal{Q}_1 = I d_H - \mathcal{P}_1$. Equations (6.88) and (6.89) are of the form (6.63) and (6.64), with $\alpha = \gamma$, $\beta = 1 - \varepsilon \gamma$, and $L_g = \varepsilon L_f$. Then, for small $\varepsilon$ and $\gamma - L_f > -1$, Assumption (A3) holds for $-1 + \varepsilon \gamma < \lambda < \gamma$. By the discussion in the previous section, we have the following random invariant manifold reduction for (6.88) and (6.89):

$$\bar{u}^\varepsilon(t) = \gamma \bar{u}^\varepsilon(t) + \mathcal{P}_1 f^\varepsilon(\bar{u}^\varepsilon(t), h^\varepsilon(\bar{u}^\varepsilon(t), \theta, \omega) + \eta^\varepsilon(\theta, \omega)),$$

where $h^\varepsilon(\cdot, \omega) : \mathcal{P}_1 H \to \mathcal{Q}_1 H$ and

$$d\eta^\varepsilon = \frac{1}{\varepsilon} \left[ \partial_{xx} + 1 \right] \eta^e dt + \frac{1}{\sqrt{\varepsilon}} dW^e(t).$$

Now we approximate $h^\varepsilon(u, \omega) + \eta^\varepsilon(\omega)$ by noticing the special form of the Equations (6.89). First, by the assumption $f(w)w < 0$, for any $T > 0$, the same discussion for (5.94) yields a uniform estimate in $\varepsilon$ for $(u^\varepsilon(t), v^\varepsilon(t))$ in $L^2(\Omega; C(0, T; H) \times L^2(0, T; H))$. Then, for small $\varepsilon > 0$, $\varepsilon \gamma v^\varepsilon + \varepsilon \mathcal{Q}_1 f^\varepsilon(u^\varepsilon, v^\varepsilon)$ is of $O(\varepsilon)$ in $L^2(\Omega, H)$; and by the same discussion for (5.96), $h^\varepsilon(u, \omega)$, on any bounded set of $\mathcal{P}_1 H$, is approximated by $\eta^\varepsilon(\omega) \in \mathcal{Q}_1 H$ up to an error of $O(\varepsilon)$ in the sense of mean square, or by $\eta(\psi^\varepsilon \omega)$, which solves

$$d\eta = \left[ \partial_{xx} + 1 \right] \eta dt + dW(t).$$

Remark 6.36. For the above approximation of a random invariant manifold, a formal explanation is that in slow time scale $t'$, slow variable $u^\varepsilon$ varies on the order of $O(\varepsilon)$, so up to an error of $O(\varepsilon)$, the slow manifold is close to $v^\varepsilon$ with any fixed slow variable $u^\varepsilon$ in (6.89). Furthermore, $v^\varepsilon$ is approximated by $\eta^\varepsilon$ due to a priori estimates of the solutions. Then we have the approximation of the random invariant manifold by $\eta^\varepsilon(\omega)$. 
Now we have the following random slow manifold reduction up to an error of $O(\epsilon)$ for almost all $\omega \in \Omega$:

\[
\hat{u}_t^\epsilon (t) = \gamma \hat{u}^\epsilon (t) + \mathcal{P}_1 f^\epsilon (\hat{u}^\epsilon (t), \eta^\epsilon (\theta_t \omega)) = \gamma \hat{u}^\epsilon (t) + \mathcal{P}_1 f^\epsilon \left( \hat{u}^\epsilon (t), \eta \left( \theta_t \psi^\epsilon \omega \right) \right) .
\] (6.91)

To compare with the averaged model, we consider the following example.

**Example 6.37.** Consider $f(x) = 6r(\sin x - x)$ on $(-1/2, 1/2)$ but vanishes outside of $(-1, 1)$ for small $r > 0$. Then, for small $\epsilon > 0$, by the expansion of $\sin x$,

\[
f^\epsilon (x) = -rx^3 + O(\epsilon) x^5 + \cdots .
\]

Thus, Equation (6.91) can further be reduced to, up to an error of $O(\epsilon)$ in $L^2(\Omega, C(0, T; H))$,

\[
\bar{u}_t^\epsilon = \gamma \bar{u}^\epsilon - r \mathcal{P}_1 (\bar{u}^\epsilon + \eta^\epsilon)^3 ,
\] (6.92)

which is a differential equation with random oscillating coefficients. By an averaging result for random differential equation with oscillating coefficients in Chapter 5, we arrive at the averaged reduced equation

\[
\partial_t \bar{u} = \gamma \bar{u} - r \mathcal{P}_1 \bar{u}^3 - \frac{3\sigma^2}{6} \mathcal{P}_1 (\bar{u} \sin^2 2x) ,
\] (6.93)

which is exactly (5.97). This also reveals the relationship between slow manifold reduction and averaging reduction for slow-fast SPDEs.

**Remark 6.38.** In the above example, we use the approximation of $f^\epsilon (u)$ by $-u^3$ for small $\epsilon$. In fact, this makes sense only on bounded set of $u \in H$ with small $\epsilon$. So, the reduced system (6.92) is effective for $t < t_R(\omega)$ with stopping time $t_R$ defined as

\[
t_R(\omega) \triangleq \inf \{ t > 0 : \| \bar{u}^\epsilon (t) \| \geq R\pi \}
\]

for every $R$ with $0 < R < \frac{1}{2}$.

### 6.7 Looking Forward

In this chapter, we have considered a random center-unstable manifold reduction for a system of SPDEs and a random slow manifold reduction for SPDEs with slow and fast time scales. The effective dynamics is described by a reduced system on a random inertial manifold, random center manifold, or random slow manifold.

A further issue is the investigation of the structure or geometric shape [70] of random slow manifolds to facilitate better understanding of the reduced systems on such manifolds.

It is also interesting to investigate slow manifold reduction for fully coupled slow-fast SPDEs (5.128) and (5.129) near a stationary orbit.
6.8 Problems

We assume that the Wiener process $W(t), \ t \in \mathbb{R}$, takes values in Hilbert space $H = L^2(0, l), \ l > 0$, and it has a trace class covariance operator $Q$ that shares the same eigenfunctions with the Laplace operator $\partial_{xx}$ under appropriate boundary conditions. Additionally, we take $\epsilon$ to be a small positive real parameter.

6.1. Stationary solution

Let $0 < \lambda_1 \leq \lambda_2 \cdots \leq \lambda_N \leq \cdots$ be the eigenvalues of $-\partial_{xx}$ with zero Dirichlet boundary conditions on $(0, l)$. Consider the following linear SPDE:

$$du = [\partial_{xx} u + \lambda u] dt + dW(t), \quad u(0, t) = u(l, t) = 0,$$

where $\lambda_N > \lambda > \lambda_{N-1}$ for some $N \geq 1$ and $\lambda_0 = 0$. Determine the unique stationary solution of this linear SPDE.

6.2. Random invariant manifold for SPDEs with additive noise

Apply the Lyapunov–Perron method to derive a random invariant manifold for the following nonlinear stochastic heat equation with additive noise on $(0, l)$,

$$du = [\partial_{xx} u + \lambda u + f(u)] dt + dW(t), \quad u(0, t) = u(l, t) = 0,$$

with $\lambda$ a positive constant and $f$ a Lipschitz continuous nonlinear function with Lipschitz constant small enough. Then reduce the system to the random invariant manifold.

6.3. Random invariant manifold for slow-fast SPDEs

Consider the following system of slow-fast SPDEs on $(0, l)$,

$$\dot{u}^\epsilon = a u^\epsilon + f(u^\epsilon, v^\epsilon),$$

$$\epsilon \, dv^\epsilon = [\partial_{xx} v^\epsilon + g(u^\epsilon)] dt + \sqrt{\epsilon} \, dW(t), \quad v^\epsilon(0, t) = v^\epsilon(l, t) = 0,$$

where $f$ and $g$ are Lipschitz continuous with Lipschitz constants small enough. What is the formulation for the random invariant manifold? Then, for sufficiently small $\epsilon > 0$, find an asymptotic expansion of the random invariant manifold up to the order of $O(\epsilon)$. Finally, find the reduced system on the random slow manifold.

6.4. Ornstein–Uhlenbeck process

Let $\eta^\epsilon(t)$ be a stationary process solving the following Langevin SPDE on $(0, l)$

$$\epsilon \, d\eta^\epsilon(t) = \partial_{xx} \eta^\epsilon dt + \sqrt{\epsilon} \, dW(t),$$

with zero Dirichlet boundary conditions and $\epsilon \in (0, 1)$.

(a) Show that $\frac{1}{\sqrt{\epsilon}} \int_0^t \eta^\epsilon(s) \, ds$ converges to a Wiener process in distribution as $\epsilon \to 0$.

(b) Back to Problem 6.3: Assume that $f(u, v) = u + v$. Further reduce the SPDEs of Problem 6.3.
6.5. **Random slow manifold**

Consider the following SPDEs on \((0, \pi)\):

\[
\begin{align*}
\,\,\, du^\epsilon &= \left[ \partial_{xx} u^\epsilon + \epsilon \nu u^\epsilon + 6(\sin u^\epsilon - v^\epsilon + \partial_{xx} v^\epsilon) \right] dt, \\
\,\,\, dv^\epsilon &= \left[ \partial_{xx} v^\epsilon - v^\epsilon + u^\epsilon \right] dt + dW(t),
\end{align*}
\]

with zero Dirichlet boundary conditions, and \(W\) is an \(L^2(0, \pi)\)-valued \(Q\)-Wiener process. To be specific, assume that \(W(x,t) = w_2(t) \sin 2x\), with \(w_2(t)\) being a standard scalar Brownian motion. Present an effective reduction for the above SPDEs up to the order of \(O(\epsilon)\) using a random slow manifold.

6.6. **Random manifold and Galerkin approximation**

Consider the following SPDE on a bounded interval \((0, l)\):

\[
\begin{align*}
\,\,\, du &= \left[ \partial_{xx} u + f(u) \right] dt + dW, \quad u(0, t) = u(l, t) = 0.
\end{align*}
\]

Let \(\{e_k\}\) be the eigenfunctions of \(\partial_{xx}\) on \((0, l)\) with zero Dirichlet boundary conditions. Assume that \(W(t) = \sum_{k=1}^{\infty} w_k(t)e_k\), with \(\{w_k\}\) mutually independent scalar Brownian motions, and \(f : L^2(0, l) \to L^2(0, l)\) being Lipschitz continuous with a small enough Lipschitz constant \(L_f > 0\). Expand \(u = \sum_{k=1}^{\infty} u_k e_k\), and denote the \(N\)th order Galerkin approximation by \(u^G_N = \sum_{k=1}^{N} u_k e_k\). The Galerkin equation is

\[
\begin{align*}
\,\,\, du^G_N &= \left[ \partial_{xx} u^G_N + f_N(u^G_N) \right] dt + dW_N,
\end{align*}
\]

where \(W_N(t) = \sum_{k=1}^{N} w_k(t)e_k\) and \(f_N\) is the projection of \(f\) to the linear subspace \(H_N = \text{span}\{e_1, e_2, \ldots, e_N\}\).

Try to compare the Galerkin approximated system with the random manifold reduced system for some appropriate \(N\).

6.7. **Random invariant manifold for a stochastic damped wave equation**

Consider the following damped stochastic wave equation on \((0, l)\),

\[
\begin{align*}
\nu d\partial_t u + \partial_t u \, dt &= \left[ \partial_{xx} u + f(u) \right] dt + dW, \quad u(0) = u_0, \quad \partial_t u(0) = u_1, \quad (6.94)
\end{align*}
\]

with zero Dirichlet boundary conditions, \(\nu > 0\) is a small parameter, and \(f : H \to H\) is Lipschitz continuous with a small Lipschitz constant. Show that the above equation has a random invariant manifold for \(\nu\) small enough.
7 Stochastic Homogenization

Homogenization techniques for stochastic partial differential equations; slow-fast stochastic systems; random dynamical boundary conditions; homogenized systems; effective dynamics

Instead of averaging in time we consider homogenization in space in order to extract effective or homogenized dynamics for SPDEs with multiple spatial scales [297,298].

For partial differential equations (PDEs) with random coefficients (so-called random PDEs but not SPDEs), homogenization issues have been considered recently; see, e.g., [14,25,26,27,37,59,73,122,133,175,169,205,208,216,228,250,251,279,311,318]. A basic assumption in some of these works is either ergodicity or recurrence in time (i.e., periodicity) for the random coefficients. Some recent progress appears in the context of random environment [49,285]. There are also recent works on deterministic PDEs on randomly perforated domains [54], [175, Ch. 8], [309,319,320]. A homogenization result for SPDEs with rapidly oscillating coefficients was recently obtained in [98,261].

In this chapter we consider homogenization for SPDEs, i.e., partial differential equations with noises. These are different from random partial differential equations, which are partial differential equations with random coefficients but not containing noises, which are modeled as generalized time derivative of Wiener processes. More precisely, we consider a microscopic heterogeneous system under random influence, which is described by SPDEs defined on a perforated domain (a domain with small holes or obstacles), and derive a homogenized macroscopic model for this microscopic heterogeneous stochastic system. This homogenized or effective model is a new stochastic partial differential equation defined on a unified domain without small holes.

Sometimes randomness enters a system at the physical boundary of small-scale obstacles as well as at the interior of the physical medium. This system is then modeled by an SPDE defined on a domain perforated with small holes (obstacles or heterogeneities), together with some boundary conditions—for example, random dynamical boundary conditions on the boundaries of these small holes. In this case, the random fluctuation on the boundary of small holes (microscopic fluctuation) may affect the system evolution at the macroscopic level. In fact, in our homogenization procedure, the random dynamical boundary conditions are homogenized out, whereas the impact of random forces on the small holes’ boundaries is quantified as an extra stochastic term in the homogenized stochastic partial differential equation. Moreover, the validity of the homogenized model is justified by showing that the solutions of the microscopic model converge to those of the effective macroscopic model in distribution as the size of small holes diminishes to zero.
This chapter is organized as follows: Some results about deterministic homogenization are reviewed in § 7.1. Stochastic homogenized dynamical systems or effective dynamical systems are derived for linear systems and nonlinear systems in § 7.2 and in § 7.3, respectively. Finally, some further research topics are discussed in § 7.4.

7.1 Deterministic Homogenization

Homogenization is a procedure for extracting macroscopic behaviors of a system that has microscopic heterogeneities. Such microscopic heterogeneities appear in, for example, composite materials and fluid flow through porous media. Homogenization aims to obtain the macroscopic description of the system by taking the microscopic properties into account. Roughly speaking, we consider a process $u^\epsilon$ modeled by a partial differential equation, with $\epsilon > 0$ measuring the separation of large and small spatial scales. The goal is to determine the limit

$$u = \lim_{\epsilon \to 0} u^\epsilon$$

in some sense or in a specific space and find a new partial differential equation that $u$ satisfies. This new partial differential equation is called the homogenized or effective model. To obtain a homogenized system, the first step is usually to examine the compactness of $\{u^\epsilon\}$ in a specific Hilbert or Banach space so that we can extract a convergent subsequence $u^{\epsilon_k}$ which converges to a process $u$ as $\epsilon \to 0$. The second step is to determine the equation satisfied by $u$, which is the homogenized equation. The second step usually involves various homogenization procedures.

Homogenization for deterministic systems has been investigated extensively—for example, for heat transfer in composite materials [53,241,242,280,286], for wave propagation in composite materials [53,85,87], for fluid flow [161,216,230], for variational inequalities [233], and for mesoscopic diffusion processes [209]. For systematic discussions about homogenization for deterministic systems, see [25,31,32,84,175,224,272].

In the rest of this section, we briefly recall some basic homogenization results for deterministic partial differential equations on perforated domains.

7.1.1 Perforated Domains

We are interested in some partial differential equations defined on a perforated domain. The geometry of the domain is described in the following: Let the physical medium $D$ be an open bounded domain in $\mathbb{R}^n$ with smooth boundary $\partial D$, and let $\epsilon > 0$ be a small parameter. Let $Y = [0, l_1) \times [0, l_2) \times \cdots \times [0, l_n)$ be a representative elementary cell in $\mathbb{R}^n$, and let $S$ be an open subset of $Y$ with smooth boundary $\partial S$ such that $\overline{S} \subset Y$. The elementary cell $Y$, and the small cavity or hole $S$ inside it, are used to model small-scale obstacles or heterogeneities in a physical medium $D$. Write $l = (l_1, l_2, \ldots, l_n)$. Define $\epsilon S := \{\epsilon y : y \in S\}$. Denote by $S_{\epsilon,k}$ the translated image of $\epsilon S$ by $kl$, $k \in \mathbb{Z}^n$, with $kl := (k_1 l_1, k_2 l_2, \ldots, k_n l_n)$. Moreover, let $S_{\epsilon,k}$ be the set of all the holes contained in $D$, and let $D_{\epsilon} := D \setminus S_{\epsilon}$. Then $D_{\epsilon}$ is a periodically perforated domain with holes of the same size as period $\epsilon$. We remark that the holes are assumed to have no intersection
with the boundary \( \partial D \), which implies that \( \partial D_\epsilon = \partial D \cup \partial S_\epsilon \); see Fig. 7.1 for the case \( n = 2 \). This assumption is only needed to avoid technical complications, and the results remain valid without this assumption [5].

In the sequel, we use the notation

\[
Y^* \triangleq Y \setminus \overline{S}, \quad \vartheta = \frac{|Y^*|}{|Y|},
\]

with \( |Y| \) and \( |Y^*| \) the Lebesgue measure of \( Y \) and \( Y^* \), respectively. Denote by \( \chi \), the indicator function that takes value 1 on \( Y^* \) and value 0 on \( Y \setminus Y^* \). In particular, let \( \chi_A \) be the indicator function of \( A \subset \mathbb{R}^n \). Due to the periodic arrangement of the perforated holes, \( \chi_{D_\epsilon} \) is \( Y \) periodic. Furthermore,

\[
\chi_{D_\epsilon} \rightharpoonup \frac{1}{|D|} \int_D \chi_{D_\epsilon} \, dx = \frac{|Y^*|}{|Y|} = \vartheta, \quad \text{in } L^2(D)
\]

and

\[
\chi_{D_\epsilon} \rightharpoonup \vartheta, \quad \text{in } L^\infty(D).
\]

Also, denote by \( \tilde{u} \), the zero extension to the entire \( D \) for a function \( u \) defined on \( D_\epsilon \):

\[
\tilde{u} \triangleq \chi_{D_\epsilon} u = \begin{cases} u & \text{on } D_\epsilon, \\ 0 & \text{on } S_\epsilon. \end{cases}
\]

### 7.1.2 Homogenization on a Periodically Perforated Domain

We consider the following partial differential equation on the perforated domain \( D_\epsilon \):

\[
\tilde{u}^\epsilon (x, t) = \text{div} \left( a \left( \frac{X}{\epsilon} \right) \nabla u^\epsilon (x, t) \right), \quad \text{on } D_\epsilon \times (0, T),
\]

\[
u^\epsilon (x, t) = 0, \quad \text{on } \partial D \times (0, T),
\]

\[
\frac{\partial u^\epsilon (x, t)}{\partial \nu_a} = 0, \quad \text{on } \partial S_\epsilon \times (0, T),
\]

where \( a : D \to \mathbb{R}^1 \) is bounded, continuous, and \( Y \)-periodic with a positive lower bound (i.e., \( a(y) \geq \alpha > 0 \) for some constant \( \alpha \)); \( \nu \) is the exterior unit normal vector on
the boundary $\partial D_\epsilon$; and
\[
\frac{\partial u^\epsilon(x, t)}{\partial \nu_a} \triangleq \nu \cdot a \left( \frac{x}{\epsilon} \right) \nabla u^\epsilon.
\]
For simplicity, we assume a zero initial value for $u^\epsilon$, that is, $u^\epsilon(0, x) = 0$ on $D_\epsilon$, and define $D_T \triangleq D \times (0, T)$.

We examine the limit $u$ of $u^\epsilon$ and find the effective equation satisfied by $u$, which is a homogenized model for the heterogeneous system (7.3)–(7.5). To this end, we consider two homogenization methods: An oscillating test function method and a two-scale convergence method.

**Oscillating Test Function Method**

Noticing that the domain is changing with $\epsilon$, we introduce a linear extension operator. Denote by $L(X, Y)$, the space of bounded linear operators from Banach space $X$ to Banach space $Y$. Denote by $\oplus_n$, the direct sum of the Hilbert spaces with usual direct sum norm.

**Lemma 7.1.** There exists a bounded linear operator
\[
\hat{Q} \in L(H^k(Y^*), H^k(Y)), \quad k = 0, 1,
\]
such that
\[
\|\nabla \hat{Q}v\|_{\oplus_n L^2(Y)} \leq C\|\nabla v\|_{\oplus_n L^2(Y^*)}, \quad v \in H^1(Y^*)
\]
for some constant $C > 0$.

For the proof of Lemma 7.1, see [85, Remark 1.1].

We define an extension operator $P_\epsilon$ in terms of the above bounded linear operator $\hat{Q}$ in the following lemma [85, Theorem 1.3]:

**Lemma 7.2.** There exists an extension operator
\[
P_\epsilon \in L(L^2(0, T; H^k(D_\epsilon)), L^2(0, T; H^k(D))), \quad k = 0, 1,
\]
such that, for any $v \in H^k(D_\epsilon)$:
1. $P_\epsilon v = v$ on $D_\epsilon \times (0, T)$;
2. $|P_\epsilon v|_{L^2(0, T; H^k)} \leq C_T |v|_{L^2(0, T; H^k)}$;
3. $|a(x/\epsilon)\nabla (P_\epsilon v)|_{L^2(0, T; \oplus_n L^2(D))} \leq C_T |a(x/\epsilon)\nabla v|_{L^2(0, T; \oplus_n L^2(D_\epsilon))}$,
where $C_T$ is a constant, independent of $\epsilon$.

**Proof.** For $\varphi \in H^k(D_\epsilon)$,
\[
\varphi_\epsilon(y) = \frac{1}{\epsilon} \varphi(\epsilon^{-1} y)
\]
belongs to $H^k(Y^*_l)$, with $Y^*_l$ the translation of $Y^*$ for some $l \in \mathbb{R}^n$. Define
\[
\hat{Q}_\epsilon \varphi(x) := \epsilon(\hat{Q} \varphi_\epsilon) \left( \frac{x}{\epsilon} \right).
\] (7.6)
Now, for \( \varphi \in L^2(0, T; H^k(D_\epsilon)) \), we define

\[
(P_\epsilon \varphi)(x, t) = \left[ \hat{Q}_\epsilon \varphi(\cdot, t) \right] \left( \frac{x}{\epsilon} \right) = \epsilon \left[ \hat{Q}_\varphi(\cdot, t) \right] \left[ \frac{x}{\epsilon} \right] .
\]

Then the operator \( P_\epsilon \in L(L^2(0, T; H^k(D_\epsilon)), L^2(0, T; H^k(D))) \) for \( k = 0, 1 \) and satisfies the conditions (1)–(3) listed in the lemma. This completes the proof. \( \square \)

To apply the linear operator \( P_\epsilon \) to \( u^\epsilon \), we first need the following estimate.

**Lemma 7.3.** For every \( T > 0 \),

\[
|u^\epsilon|_{L^2(0,T;H^1(D_\epsilon))} + |\dot{u}^\epsilon|_{L^2(0,T;H^{-1}(D_\epsilon))} \leq C_T
\]

for some constant \( C_T > 0 \).

The proof is straightforward and omitted here.

Since the operator \( P_\epsilon \) is defined on \( L^2(0, T; H^k(D_\epsilon)) \), \( k = 0, 1 \), we set

\[
P_\epsilon \dot{u}^\epsilon(x, t) \triangleq \text{div} \left( a \left( \frac{x}{\epsilon} \right) \nabla (P_\epsilon u^\epsilon(x, t)) \right), \quad \text{on} \quad D_T.
\]

By the properties of \( P_\epsilon \) and the estimate on \( u^\epsilon \),

\[
P_\epsilon \dot{u}^\epsilon = (P_\epsilon \dot{u}^\epsilon), \quad \text{on} \quad D_\epsilon \times (0, T),
\]

and

\[
|P_\epsilon \dot{u}^\epsilon|_{L^2(0,T;H^{-1}(D))} \leq |\dot{u}^\epsilon|_{L^2(0,T;H^{-1}(D_\epsilon))}.
\]

By **Lemma 3.7**, \( \{P_\epsilon u^\epsilon\}_{0<\epsilon<1} \) is compact in \( L^2(0, T; L^2(D)) \). So, we can extract a subsequence of \( u^\epsilon \), still denoted by \( u^\epsilon \), such that

\[
P_\epsilon u^\epsilon \rightharpoonup u \quad \text{weakly* in} \quad L^\infty(0, T; L^2(D)), \tag{7.8}
\]

\[
P_\epsilon u^\epsilon \rightharpoonup u \quad \text{weakly in} \quad L^2(0, T; H^1), \tag{7.9}
\]

\[
P_\epsilon u^\epsilon \to u \quad \text{strongly in} \quad L^2(0, T; L^2(D)), \tag{7.10}
\]

\[
P_\epsilon \dot{u}^\epsilon \rightharpoonup \dot{u} \quad \text{weakly in} \quad L^2(0, T; H^{-1}), \tag{7.11}
\]

for some \( u \in L^2(0, T; L^2(D)) \). Define \( \xi^\epsilon \triangleq a(x/\epsilon) \nabla u^\epsilon \), which satisfies

\[
\text{div} \xi^\epsilon = \dot{u}^\epsilon, \quad \text{on} \quad D_\epsilon \times (0, T),
\]

\[
\xi^\epsilon \cdot v = 0, \quad \text{on} \quad \partial S_\epsilon \times (0, T).
\]

Notice that by the estimate on \( u^\epsilon \), \( \{\xi^\epsilon\} \), is bounded in \( L^2(0, T; \oplus_n L^2(D)) \) and thus it has a subsequence, still denoted by \( \tilde{\xi}^\epsilon \), such that

\[
\tilde{\xi}^\epsilon \rightharpoonup \xi \quad \text{weakly in} \quad L^2(0, T; \oplus_n L^2(D))
\]

for some \( \xi \in L^2(0, T; \oplus_n L^2(D)) \). Hence, for any \( \varphi \in C_0^\infty(0, T) \) and \( v \in H^1_0(D) \),

\[
\int_0^T \int_D \tilde{\xi}^\epsilon \cdot \nabla v \, dx \varphi \, dt = \int_0^T \int_D P_\epsilon u^\epsilon \chi_{D_\epsilon} v \, dx \dot{\varphi} \, dt. \tag{7.12}
\]
Passing the limit $\epsilon \to 0$ and noticing (7.1), we have
\[
\int_0^T \int_D \xi \cdot \nabla v \, dx \, dt = \int_0^T \int_D \partial u v \, dx \, dt. \tag{7.13}
\]
Therefore,
\[
\text{div} \, \xi(x, t) = \partial \dot{u}, \quad \text{on} \quad D_T. \tag{7.14}
\]
Now we need to identify the limit $\xi$; this is the key step in homogenization. For any \( \lambda \in \mathbb{R}^n \), let \( w_\lambda \) be the solution of the following elliptic system:
\[
- \sum_{j=1}^n \frac{\partial}{\partial y_j} \left( \sum_{i=1}^n a(y) \frac{\partial w_\lambda}{\partial y_i} \right) = 0, \quad \text{on} \quad Y^* \tag{7.15}
\]
\[
w_\lambda - \lambda \cdot y \quad \text{is} \quad Y - \text{periodic} \tag{7.16}
\]
\[
\frac{\partial w_\lambda}{\partial v_a} = 0, \quad \text{on} \quad \partial S \tag{7.17}
\]
and define
\[
w_\epsilon^\lambda = \epsilon (\hat{Q} w_\lambda)(\frac{x}{\epsilon}), \tag{7.18}
\]
where \( \hat{Q} \) is in Lemma 7.1. Then we have [84, p.139], as $\epsilon \to 0$
\[
w_\epsilon^\lambda \rightharpoonup \lambda \cdot x \quad \text{weakly in} \quad H^1(D), \tag{7.19}
\]
\[
\nabla w_\epsilon^\lambda \rightharpoonup \lambda \quad \text{weakly in} \quad \bigoplus_n L^2(D). \tag{7.20}
\]
Now define
\[
\eta_{\lambda,j}(y) \triangleq a(y) \frac{\partial w_\lambda(y)}{\partial y_j}, \quad y \in Y^*, \quad j = 1, 2, \ldots n
\]
and \( \eta_\epsilon^\lambda(x) := (\eta_{\lambda,j}(x/\epsilon)) = a(x/\epsilon) \nabla w_\lambda^\epsilon \). Note that
\[
-\text{div} \tilde{\eta}_\epsilon^\lambda = 0 \quad \text{on} \quad D. \tag{7.21}
\]
Due to (7.19) and (7.20) and periodicity,
\[
\tilde{\eta}_\epsilon^\lambda \rightharpoonup \frac{1}{|Y|} \int_{Y^*} \eta_{\lambda} \, dy \quad \text{weakly in} \quad L^2(D). \tag{7.22}
\]
In fact, the above limit is given by the classical homogenized matrix, that is,
\[
\frac{1}{|Y|} \int_{Y^*} \eta_{\lambda} \, dy \triangleq \tilde{A}_{*\lambda} = (\tilde{a}_{ji})_\lambda
\]
with
\[
\tilde{a}_{ij} \triangleq \frac{1}{|Y|} \int_{Y^*} a(y) \frac{\partial w_\epsilon^\lambda}{\partial y_j} \, dy. \tag{7.23}
\]
Using the test function $\varphi v w_\lambda^\epsilon$ with $\varphi \in C_0^\infty(0, T), v \in C_0^\infty(D)$ in (7.12), and multiplying both sides of (7.21) by $\varphi v P_\epsilon u^\epsilon$, we have

$$\int_0^T \int_D \tilde{\xi}^\epsilon \cdot \nabla v \varphi w_\lambda^\epsilon \, dx \, dt + \int_0^T \int_{D_\epsilon} \xi^\epsilon \cdot \nabla w_\lambda^\epsilon v \varphi \, dx \, dt$$

$$- \int_0^T \int_D \tilde{\eta}_\lambda^\epsilon \cdot \nabla v \varphi P_\epsilon u^\epsilon \, dx \, dt - \int_0^T \int_D \tilde{\eta}_\lambda^\epsilon \cdot \nabla (P_\epsilon u^\epsilon) v \varphi \, dx \, dt$$

$$= \int_0^T \int_D P_\epsilon u^\epsilon \chi_{D_\epsilon} \varphi v w_\lambda^\epsilon \, dx \, dt.$$  

Moreover, by the definitions of $\xi^\epsilon, \eta^\epsilon_\lambda$ and weak convergence, we obtain

$$\int_0^T \int_D \xi^\epsilon \cdot \nabla (v \lambda \cdot x) \varphi \, dx \, dt - \int_0^T \int_D \xi^\epsilon \cdot \lambda v \varphi \, dx \, dt$$

$$- \int_0^T \int_D \tilde{A}^T \lambda \cdot \nabla v \varphi u \, dx \, dt$$

$$= \int_0^T \int_D \vartheta v \psi \lambda \cdot x \, dx \, dt.$$  

Again, using the test function $v \lambda \cdot x \varphi$ in (7.13), we conclude that

$$\int_0^T \int_D \xi^\epsilon \cdot \lambda v \varphi \, dx \, dt = \int_0^T \int_D \tilde{A}^T \lambda \cdot \nabla u v \varphi \, dx \, dt,$$

which yields

$$\xi \cdot \lambda = \tilde{A}^T \lambda \cdot \nabla u = \tilde{A} \nabla u \cdot \lambda.$$  

Therefore, $\xi = \tilde{A} \nabla u$, since $\lambda$ is arbitrary. Finally, we have the following homogenized equation for (7.3)–(7.5):

$$\vartheta \dot{u} = \text{div}(\tilde{A} \nabla u) \quad \text{on} \quad D_T, \quad (7.24)$$

$$u(x, t) = 0 \quad \text{on} \quad \partial D \times (0, T), \quad (7.25)$$

$$u(0, x) = 0 \quad \text{on} \quad D \quad (7.26)$$

with

$$P_\epsilon u^\epsilon \to u \quad \text{in} \quad L^2(0, T; L^2(D)), \quad \epsilon \to 0.$$  

**Remark 7.4.** The homogenized matrix $\tilde{A}$ is symmetric and positive definite [84, Ch. 6.3]. In fact, $\tilde{a}_{ij}$ has the following expression [84, Proposition 6.8]:

$$\tilde{a}_{ij} = \frac{1}{|Y|} \int_{Y^*} a(y)(\nabla_y w_{e_i}) \cdot (\nabla_y w_{e_j}) \, dy. \quad (7.27)$$

This is seen by the weak form of the cell problem (7.15)–(7.17). For any $Y$-periodic $\varphi$, we have

$$\int_{Y^*} a(y) \nabla_y w_{e_i} \nabla_y \varphi \, dy = 0.$$
Then, choosing $\varphi = we_i - e_j \cdot y$, we get

$$\int_{Y^*} a(y) \nabla_y we_i (\nabla we_i - e_j) dy = 0,$$

that is,

$$\int_{Y^*} a \nabla_y we_i \cdot \nabla_y we_j dy = \int_{Y^*} a \nabla_y we_i \cdot e_j dy = \tilde{a}_{ij}.$$

Let us now consider the two-scale convergence method for homogenization.

**Two-Scale Convergence Method**

The two-scale convergence method is efficient in homogenizing periodic heterogeneous systems. It was introduced by Allaire [4] and Nguetseng [243] and further developed by others. The main idea of the two-scale convergence method comes from the following two-scale asymptotic expansion:

$$u^\epsilon(x, t) = u_0(x, t) + \epsilon u_1(x, y, t) + \epsilon^2 u_2(x, y, t) + \cdots$$

with $y := x/\epsilon$. Each term $u_i(x, y, t)$ depends on $x$, the macroscopic variable and also periodically relies on $y$, the microscopic variable. To pass limit $\epsilon \to 0$ to $u^\epsilon(x, y, t)$, we have to consider weak convergence of two scales, that is, two-scale convergence. One difference with the oscillating test function method is that we do not need the complex oscillating test function $w^\epsilon_{\lambda}$. To apply the two-scale convergence method, we first introduce some basic concepts.

In the following, we denote by $C^\infty_{\text{per}}(Y)$, the space of infinitely differentiable functions in $\mathbb{R}^n$ that are periodic in $Y$. We also denote by $L^2_{\text{per}}(Y)$ or $H^1_{\text{per}}(Y)$ the completion of $C^\infty_{\text{per}}(Y)$ in the usual norm, in $L^2(Y)$ or $H^1(Y)$, respectively. We introduce the space $H^1_{\text{per}}(Y)/\mathbb{R}$, which is the space of the equivalence classes of $u \in H^1_{\text{per}}(Y)$, under the following equivalence relation:

$$u \sim v \iff u - v = \text{constant}.$$

**Definition 7.5.** A sequence of functions $u^\epsilon(x, t)$ in $L^2(D_T)$ is said to be two-scale convergent to a limit $u(x, y, t) \in L^2(D_T \times Y)$ if, for every function $\varphi(x, y, t) \in C^0_0(D_T \times Y)$,

$$\lim_{\epsilon \to 0} \int_{D_T} u^\epsilon(x, t) \varphi \left( x, \frac{x}{\epsilon}, t \right) dx dt = \frac{1}{|Y|} \int_{D_T} \int_Y u(x, y, t) \varphi(x, y, t) dy dx dt.$$

This two-scale convergence is written as $u^\epsilon \xrightarrow{2-s} u$. 

The following result ensures the existence of a two-scale limit [4], [84, Theorem 9.7].

**Lemma 7.6.** Let $u^\epsilon$ be a bounded sequence in $L^2(D_T)$. Then there exist a function $u \in L^2(D_T \times Y)$ and a subsequence $u^{\epsilon_k}$ with $\epsilon_k \to 0$ as $k \to \infty$, such that $u^{\epsilon_k}$ two-scale converges to $u$.

**Remark 7.7.** Taking $\varphi$ independent of $y$ in the definition of two-scale convergence, then $u^\epsilon \overset{2-s}{\rightharpoonup} u$ implies that $u^\epsilon$ weakly converges to its spatial average

$$u^\epsilon(x, t) \rightharpoonup \bar{u}(x, t) := \frac{1}{|Y|} \int_Y u(x, y, t) dy.$$  

So, for a given bounded sequence in $L^2(D_T)$, the two-scale limit $u(x, y, t)$ contains more information than the weak limit $u(x, t)$ does: $u$ carries information of the periodic oscillations of $u^\epsilon$, whereas $\bar{u}$ is just the spatial average with respect to $y$. Another advantage of using two-scale convergence is that we do not need an extension operator as used in the homogenization method of the oscillating test functions.

We also need the following result in order to consider two-scale convergence of products of two convergent sequences [4], [84, Theorem 9.8].

**Lemma 7.8.** Let $v^\epsilon$ be a sequence in $L^2(D_T)$ that two-scale converges to a limit $v(x, y) \in L^2(D_T \times Y)$. Furthermore, assume that

$$\lim_{\epsilon \to 0} \int_{D_T} |v^\epsilon(x, t)|^2 dx dt = \frac{1}{|Y|} \int_{D_T} \int_Y |v(x, y, t)|^2 dy dx dt. \quad (7.28)$$

Then, for every sequence $u^\epsilon \in L^2(D_T)$, which two-scale converges to a limit $u \in L^2(D_T \times Y)$, we have the weak convergence of the product $u^\epsilon v^\epsilon$:

$$u^\epsilon v^\epsilon \rightharpoonup \frac{1}{|Y|} \int_Y u(\cdot, \cdot, y)v(\cdot, \cdot, y) dy, \quad \text{as} \quad \epsilon \to 0 \quad \text{in} \quad L^2(D_T).$$

**Remark 7.9.** Condition (7.28) always holds for a sequence of functions $\varphi(x, x/\epsilon, t)$, with $\varphi(x, y, t) \in L^2(D_T; C_{per}(Y))$. Such functions $v^\epsilon$ are called admissible test functions. With the additional condition (7.28), two-scale convergence of $v^\epsilon$ is also called strong two-scale convergence; see [4, Remark 1.9].

Now we consider $u^\epsilon(x, y, t)$ for the system (7.3)–(7.5). Since the domain is changing with $\epsilon$, we consider $\tilde{u}^\epsilon$, the zero extension of $u^\epsilon$. By Lemma 7.8, $\tilde{u}^\epsilon$, and $\nabla_x \tilde{u}^\epsilon$ are bounded sequences in $L^2(0, T; H^1(D))$ and $L^2(0, T; \oplus_n L^2(D))$, respectively, for any $T > 0$. Thus, we have the following result concerning the two-scale limits of $\tilde{u}^\epsilon$ and $\nabla_x \tilde{u}^\epsilon$ [4, Theorem 2.9].

**Lemma 7.10.** There exist $u(x, t) \in H^1_0(D_T), u_1(x, y, t) \in L^2(D_T; H^1_{per}(Y))$ and a subsequence $u^{\epsilon_k}$ with $\epsilon_k \to 0$ as $k \to \infty$, such that

$$\tilde{u}^{\epsilon_k}(x, t) \overset{2-s}{\rightharpoonup} \chi(y)u(x, t), \quad k \to \infty,$$
\[
\hat{\nabla}_x u^{\epsilon_k} \xrightarrow{2-s} \chi(y)[\nabla_x u(x, t) + \nabla_y u_1(x, y, t)], \quad k \to \infty.
\]

With this Lemma, we note that by Remark 7.7,
\[
\tilde{u}^{\epsilon_j}(x, t) \xrightarrow{\epsilon \to 0} \frac{1}{|Y|} \int_Y \chi(y) u(x, t) dy = \partial u(x, t), \quad \text{weakly in } \mathcal{L}^2(D_T).
\]

By Lemma 7.8 again, \( \{\tilde{u}^{\epsilon}\} \) is compact in \( \mathcal{L}^2(D_T) \), and \( \tilde{u}^{\epsilon} \) strongly converges to \( \partial u \).

To apply two-scale convergence, we choose a test function \( \varphi^{\epsilon}(x, t) := \varphi(x, t) + \epsilon \Phi(x, x/\epsilon, t) \) with \( \varphi(x, t) \in C_0^\infty(D_T) \) and \( \Phi(x, y, t) \in C_0^\infty(D_T; C_{\text{per}}^\infty(Y)) \). Thus,
\[
\int_0^T \int_{D_\epsilon} \tilde{u}^{\epsilon}(x, t) \varphi^{\epsilon}(x, t) dx dt = - \int_0^T \int_{D_\epsilon} u^{\epsilon}(x, t) \varphi^{\epsilon}(x, t) dx dt.
\]
\[
= - \int_0^T \int_D \tilde{u}^{\epsilon}(x, t) \varphi(x, t) dx dt - \epsilon \int_0^T \int_D \tilde{u}^{\epsilon}(x, t) \Phi \left( x, \frac{x}{\epsilon}, t \right) dx dt.
\]
\[
\to - \int_0^T \int_D \partial u(x, t) \varphi(x, t) dx dt = \int_0^T \int_D \partial \tilde{u}(x, t) \varphi(x, t) dx dt. \quad (7.29)
\]

By the choice of \( \varphi^{\epsilon} \),
\[
\nabla_x \varphi(x, t) + \nabla_y \Phi \left( x, \frac{x}{\epsilon}, t \right) \xrightarrow{2-s} \nabla_x \varphi(x, t) + \nabla_y \Phi(x, y, t), \quad \epsilon \to 0,
\]

and
\[
\lim_{\epsilon \to 0} \| \nabla_x \varphi(x, t) + \nabla_y \Phi \left( x, \frac{x}{\epsilon}, t \right) \|_{[\mathcal{L}^2(D_T)]^n} = \frac{1}{|Y|} \int_{D_T \times Y} \left| \nabla_x \varphi(x, t) + \nabla_y \Phi(x, y, t) \right|^2 dy dx dt.
\]

Hence by Lemma 7.8, and the assumption on \( a(y) \), we conclude that
\[
\int_0^T \int_{D_\epsilon} a \left( \frac{x}{\epsilon} \right) \nabla u^{\epsilon}(x, t) \cdot \nabla \varphi^{\epsilon}(x, t) dx dt
\]
\[
= \int_0^T \int_{D_\epsilon} a \left( \frac{x}{\epsilon} \right) \nabla u^{\epsilon}(x, t) \cdot \left( \nabla_x \varphi(x, t) + \nabla_y \Phi \left( x, \frac{x}{\epsilon}, t \right) \right) dx dt
\]
\[
= \int_0^T \int_D a \left( \frac{x}{\epsilon} \right) \nabla \tilde{u}^{\epsilon}(x, t) \cdot \left( \nabla_x \varphi(x, t) + \nabla_y \Phi \left( x, \frac{x}{\epsilon}, t \right) \right) dx dt
\]
\[
\to 1 \cdot \frac{1}{|Y|} \int_0^T \int_D \int_Y \chi(y) a(y) \left[ \nabla_x u(x, t) + \nabla_y u_1(x, y, t) \right]
\]
\[
\times \left[ \nabla_x \varphi(x, t) + \nabla_y \Phi(x, y, t) \right] dy dx dt.
\]
\[
= \frac{1}{|Y|} \int_0^T \int_D \int_{Y^*} a(y) \left[ \nabla_x u(x, t) + \nabla_y u_1(t, x, y) \right]
\]
\[
\times \left[ \nabla_x \varphi(x, t) + \nabla_y \Phi(x, y, t) \right] dy dx dt. \quad (7.30)
\]
Thus, combining (7.29) and (7.30) and using a density argument, we obtain

\[ \int_0^T \int_D \partial \hat{u}(x, t) \varphi(x, t) dx \, dt \]
\[ = \frac{1}{|Y|} \int_0^T \int_D \int_{Y^*} a(y) \left[ \nabla_x u(x, t) + \nabla_y u_1(t, x, y) \right] \times \left[ \nabla_x \varphi(x, t) + \nabla_y \Phi(x, y, t) \right] dy \, dx \, dt \]

for any \( \varphi \in H^1_0(D_T) \) and \( \Phi \in L^2(D_T; H^1_{per}(Y)/\mathbb{R}) \). Integrating by parts, we have the following two-scaled homogenized system:

\[ \partial \hat{u} = \text{div} \left[ \frac{1}{|Y|} \int_{Y^*} a(y) \left[ \nabla u(x, t) + \nabla_y u_1(x, y, t) \right] dy \right] \quad \text{on} \quad D_T, \tag{7.31} \]
\[ u(x, t) = 0 \quad \text{on} \quad \partial D, \tag{7.32} \]
\[ \text{div}_y(a(y)[\nabla u(x, t) + \nabla_y u_1(x, y, t)]) = 0 \quad \text{on} \quad D \times Y^*, \tag{7.33} \]
\[ (a(y)[\nabla u(x, y, t) + \nabla_y u_1(x, y, t)]) \cdot \nu = 0 \quad \text{on} \quad \partial Y^* - \partial Y, \tag{7.34} \]
\[ y \to u_1(x, y, t) \quad Y\text{-periodic}. \tag{7.35} \]

Notice that Equations (7.33)–(7.35) are a form of the cell problem (7.15)–(7.17). In fact, (7.33)–(7.35) are solved in \( L^2(D_T; H^1_{per}(Y^*)/\mathbb{R}) \) by

\[ u_1(x, y, t) = \sum_{k=1}^n \frac{\partial u}{\partial x_k}(w_{e_k}(y) - e_k \cdot y), \]

where \( w_{e_k} \) solves the cell problem (7.15)–(7.17) with \( \lambda = e_k \). Substituting the expression of \( u_1(x, y, t) \) into Equation (7.31), we again arrive at the homogenized Equation (7.24).

We see that both the oscillating test function method and the two-scale convergence method provide the same homogenized model (7.24) for the original heterogeneous system (7.3)–(7.5).

**Remark 7.11.** We have just presented a brief introduction to two classical homogenization methods, the oscillating test function method and the two-scale convergence method, with many details omitted. For example, we have not mentioned the well-posedness of the system (7.3)–(7.5) and of the cell problem. Detailed discussions for deterministic homogenization are available in many references; see, e.g., [4,84]. For some more recent research on deterministic homogenization, see, e.g., [40,154,249].

### 7.2 Homogenized Macroscopic Dynamics for Stochastic Linear Microscopic Systems

We now investigate homogenization for stochastic systems with two spatial scales, described by SPDEs on a perforated domain. Our goal is to derive a homogenized,
Effective equation, which is a new SPDE (Theorems 7.13, 7.25, 7.29, 7.30, and 7.31) for the microscopic heterogenous system, by stochastic homogenization techniques. The solution of the microscopic or heterogeneous system is shown to converge to that of the macroscopic or homogenized system as the scale parameter $\epsilon \downarrow 0$ in distribution. This means that the distribution of solutions weakly converges, in some appropriate space, to the distribution of a stochastic process that solves the macroscopic effective equation.

7.2.1 Homogenization Under Neumann Boundary Conditions

To present the homogenization approach for a stochastic system, we first consider a simple system described by a linear SPDE on a perforated domain, with no-flux or zero Neumann boundary conditions on the boundary of small holes. This system may describe heat conduction under stochastic perturbation on a perforated domain.

For $T > 0$, we consider the following Itô-type nonautonomous SPDE defined on the perforated domain $D_\epsilon$ in $\mathbb{R}^n$:

$$du^\epsilon(x, t) = \left(\text{div}(A^\epsilon(x)\nabla u^\epsilon(x, t)) + f^\epsilon(x, t)\right)dt + g^\epsilon(t)dW(t)$$

on $D_\epsilon \times (0, T)$,

$$u^\epsilon = 0 \quad \text{on} \quad \partial D \times (0, T),$$

$$\frac{\partial u^\epsilon}{\partial \nu_{A^\epsilon}} = 0 \quad \text{on} \quad \partial S_\epsilon \times (0, T),$$

$$u^\epsilon(0) = u^\epsilon_0 \quad \text{in} \quad D_\epsilon,$$

where the matrix $A^\epsilon$ is defined by

$$A^\epsilon \triangleq \left(a_{ij}\left(\frac{x}{\epsilon}\right)\right)_{ij}$$

and

$$\frac{\partial \cdot}{\partial \nu_{A^\epsilon}} \triangleq \sum_{ij} a_{ij}\left(\frac{x}{\epsilon}\right) \frac{\partial \cdot}{\partial x_j} \nu_i$$

with $\nu$ the exterior unit normal vector on the boundary $\partial D_\epsilon$.

We make the following assumptions on the coefficients:

1. $a_{ij} \in L^\infty(\mathbb{R}^n)$, $i, j = 1, \ldots, n$;
2. $\sum_{i,j=1}^n a_{ij} \xi_i \xi_j \geq \alpha \sum_{i=1}^n \xi_i^2$ for $\xi \in \mathbb{R}^n$ and $\alpha$ a positive constant;
3. $a_{ij}$ are $Y$-periodic.

Furthermore, we assume that

$$f^\epsilon \in L^2(D_\epsilon \times [0, T]),$$

and for $0 \leq t \leq T$, $g_\epsilon(t)$ is a linear operator from $\ell^2$ to $L^2(D_\epsilon)$ defined by

$$g^\epsilon(t)k \triangleq \sum_{i=1}^\infty g^i_\epsilon(x, t)k_i, \quad k = (k_1, k_2, \ldots) \in \ell^2.$$
Here \( g^\epsilon_i(x, t) \in L^2(D_\epsilon \times [0, T]), i = 1, 2, \cdots \), are measurable functions with
\[
\sum_{i=1}^{\infty} \| g^\epsilon_i(x, t) \|^2_{L^2(D_\epsilon)} < C_T, \quad t \in [0, T],
\]
(7.41)
for some constant \( C_T > 0 \) independent of \( \epsilon \). Moreover,
\[
W(t) = (W_1(t), W_2(t), \ldots)
\]
is a Wiener process in \( \ell^2 \) with covariance operator \( Q = I d_{\ell^2} \). Note that \( \{W_i(t) : i = 1, 2, \cdots\} \) are mutually independent, real-valued standard Wiener processes on a probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \) with a canonical filtration \( (\mathcal{F}_t)_{t \geq 0} \). Then,
\[
\| g^\epsilon(t) \|^2_{L^2_Q} = \sum_{i=1}^{\infty} \| g^\epsilon_i(x, t) \|^2_{L^2(D_\epsilon)} < C_T, \quad t \in [0, T].
\]
(7.42)
Here we use the notation \( L^2_Q \equiv L^2(Q^{1/2}L^2(D), L^2(D)) \), which consists of Hilbert–Schmidt operators from \( Q^{1/2}L^2(D) \) to \( L^2(D) \) as in [94, p. 418] or [162, p. 15], and the norm is defined in \( \S 3.6 \).

We also assume that
\[
\tilde{f}^\epsilon \rightrightarrows f, \quad \text{weakly in} \quad L^2(0, T; L^2(D)),
\]
and
\[
\tilde{g}_i^\epsilon \rightrightarrows g_i, \quad \text{weakly in} \quad L^2(0, T; L^2(D)).
\]
(7.44)
We recently noticed a homogenization result [168] proved for SPDEs with periodic coefficients, but not on perforated domains.

**Effective Homogenization on Finite Time Interval**

To homogenize the stochastic system (7.36)–(7.39), we first examine the compactness of the solution \( \{u^\epsilon\} \) in some space. To this end, we need to understand more about the microscopic model.

Let \( H = L^2(D) \) and \( H_\epsilon = L^2(D_\epsilon) \). Define the following space:
\[
V_\epsilon \equiv \{ u \in H^1(D_\epsilon), \quad u|_{\partial D} = 0 \}
\]
equipped with the norm
\[
\| v \|_{V_\epsilon} \equiv \| \nabla A^\epsilon v \|_{\oplus_h H_\epsilon} = \left\| \left( \sum_{j=1}^{n} a_{ij} \left( \frac{x}{\epsilon} \right) \frac{\partial v}{\partial x_j} \right)_{i=1}^{n} \right\|_{\oplus_h H_\epsilon}.
\]
This norm is equivalent to the usual \( H^1(D_\epsilon) \)-norm, with an embedding constant independent of \( \epsilon \), due to the assumptions on \( a_{ij} \). Let
\[
D(A^\epsilon) \equiv \left\{ v \in V_\epsilon : \text{div}(A^\epsilon \nabla v) \in H_\epsilon \quad \text{and} \quad \frac{\partial v}{\partial v_{A^\epsilon}}|_{\partial S_\epsilon} = 0 \right\}
\]
with linear operator $A^\varepsilon v := \text{div}(A^\varepsilon \nabla v)$ for $v \in D(A^\varepsilon)$. Thus, we rewrite the stochastic system (7.36)–(7.39) in the form of an abstract stochastic evolutionary equation,

$$du^\varepsilon = (A^\varepsilon u^\varepsilon + f^\varepsilon)dt + g^\varepsilon dW, \quad u^\varepsilon(0) = u_0^\varepsilon.$$  \hfill (7.45)

By the assumptions on $a_{ij}$, operator $A^\varepsilon$ generates a strongly continuous semigroup $S^\varepsilon(t)$ on $H_\varepsilon$. So, we can further rewrite (7.45) in the mild form

$$u^\varepsilon(t) = S^\varepsilon(t)u_0^\varepsilon + \int_0^t S^\varepsilon(t-s)f^\varepsilon(s)ds + \int_0^t S^\varepsilon(t-s)g^\varepsilon(s)dW(s).$$  \hfill (7.46)

The variational weak formulation becomes

$$\langle du^\varepsilon(t), v \rangle_{H_\varepsilon^{-1}, V_\varepsilon} = \left( -\int_{D_\varepsilon} A^\varepsilon(x)\nabla u^\varepsilon(x, t)\nabla v(x)dx + \int_{D_\varepsilon} f^\varepsilon(x, t)v(x)dx \right)dt$$

$$+ \int_{D_\varepsilon} g^\varepsilon(x, t)v(x)dW(t), \quad \text{in} \quad D'(0, T), \quad v \in V_\varepsilon \quad (7.47)$$

with $u^\varepsilon(0, x) = u_0^\varepsilon(x)$.

We prove the following result for (7.45).

**Lemma 7.12.** Assume that (7.40) and (7.42) hold. Let $u_0^\varepsilon$ be an $(\mathcal{F}_0, \mathcal{B}(H_\varepsilon))$-measurable random variable. Then system (7.45) has a unique mild solution $u^\varepsilon$, in $L^2(\Omega, C(0, T; H_\varepsilon) \cap L^2(0, T; V_\varepsilon))$, which is also a weak solution in the following sense:

$$\langle u^\varepsilon(t), v \rangle_{H_\varepsilon} = \langle u_0^\varepsilon, v \rangle_{H_\varepsilon} + \int_0^t \langle A^\varepsilon u^\varepsilon(s), v \rangle_{H_\varepsilon} ds$$

$$+ \int_0^t \langle f^\varepsilon, v \rangle_{H_\varepsilon} ds + \int_0^t \langle g^\varepsilon dW, v \rangle_{H_\varepsilon} \quad (7.48)$$

for $t \in [0, T)$ and $v \in V_\varepsilon$. Moreover, if $u_0^\varepsilon$ is independent of $W(t)$ with $\mathbb{E}\|u_0^\varepsilon\|_{H_\varepsilon}^2 < \infty$, then

$$\mathbb{E}\|u^\varepsilon(t)\|_{H_\varepsilon}^2 + \mathbb{E} \int_0^t \|u^\varepsilon(s)\|_{V_\varepsilon}^2 ds \leq \mathbb{E}\|u_0^\varepsilon\|_{H_\varepsilon}^2 + CT, \quad \text{for} \quad t \in [0, T], \quad (7.49)$$

and

$$\mathbb{E} \int_0^t \|u^\varepsilon(s)\|_{H_\varepsilon^{-1}}^2 ds \leq C_T (\mathbb{E}\|u_0^\varepsilon\|_{H_\varepsilon}^2 + 1), \quad \text{for} \quad t \in [0, T]. \quad (7.50)$$

Furthermore, if

$$\|\nabla A^\varepsilon g^\varepsilon(t)\|_{L^2_0}^2 = \sum_{i=1}^\infty |\nabla A^\varepsilon g_i^\varepsilon(t)|_{@_H_\varepsilon}^2 \leq C_T, \quad \text{for} \quad t \in [0, T] \quad (7.51)$$
and \( u_0^\epsilon \in V_\epsilon \) with \( \mathbb{E} \| u_0^\epsilon \|_{V_\epsilon}^2 < \infty \), then

\[
\mathbb{E} \| u^\epsilon(t) \|_{V_\epsilon}^2 + \mathbb{E} \int_0^t \| A^\epsilon u^\epsilon(s) \|_{H^\epsilon}^2 \, ds \leq \mathbb{E} \| u_0^\epsilon \|_{V_\epsilon}^2 + C_T, \quad \text{for} \quad t \in [0, T].
\]

(7.52)

Finally, system (7.45) is globally well-posed on \([0, \infty)\) when

\[
f^\epsilon \in L^2(0, \infty; H_\epsilon) \quad \text{and} \quad g^\epsilon \in L^2(0, \infty; L^2_\mathcal{Q}).
\]

(7.53)

**Proof.** By Assumption (7.42), we have

\[
\| g^\epsilon(t) \|_{L^2_\mathcal{Q}}^2 = \sum_{i=1}^\infty \| g_i^\epsilon(x, t) \|_{H_\epsilon}^2 < \infty.
\]

Then the classical result of [94, Theorem 7.4] yields the local existence of \( u^\epsilon \). Applying the stochastic Fubini theorem, the local mild solution is also a weak solution.

Now we derive the following a priori estimates, which yield the existence of weak solution on \([0, T]\), provided that both (7.40) and (7.42) hold. Applying Itô’s formula to \( \| u^\epsilon \|_{H_\epsilon}^2 \), we get

\[
d\| u^\epsilon(t) \|_{H_\epsilon}^2 - 2 \langle A^\epsilon u^\epsilon, u^\epsilon \rangle_{H_\epsilon} \, dt = 2 \langle f^\epsilon, u^\epsilon \rangle_{H_\epsilon} \, dt + 2 \langle g^\epsilon \, dW, u^\epsilon \rangle_{H_\epsilon} + \| g^\epsilon \|_{L^2_\mathcal{Q}}^2 \, dt.
\]

(7.54)

By the assumption on \( a_{ij} \), we see that

\[-\langle A^\epsilon u^\epsilon, u^\epsilon \rangle_{H_\epsilon} \geq \lambda \| u^\epsilon \|_{H_\epsilon}^2 \]

for some constant \( \lambda > 0 \), independent of \( \epsilon \). Then, integrating (7.54) with respect to \( t \) yields

\[
\| u^\epsilon(t) \|_{H_\epsilon}^2 + \int_0^t \| u^\epsilon \|_{V_\epsilon}^2 \, ds \leq \| u_0^\epsilon \|_{H_\epsilon}^2 + \lambda^{-1} \| f^\epsilon \|_{L^2(0,T;H_\epsilon)}^2 + \int_0^t \langle g^\epsilon \, dW, u^\epsilon \rangle_{H_\epsilon} \, ds + \int_0^t \| g^\epsilon \|_{L^2_\mathcal{Q}}^2 \, ds.
\]

Taking the expectation of both sides of the above inequality, we arrive at (7.49).

In a similar way, application of Itô’s formula to \( \| u^\epsilon \|_{V_\epsilon}^2 = \| \nabla A^\epsilon u^\epsilon \|_{\mathcal{Q}n H_\epsilon}^2 \) results in the relation

\[
d\| u^\epsilon(t) \|_{V_\epsilon}^2 + 2 \langle A^\epsilon u^\epsilon, A^\epsilon u^\epsilon \rangle_{H_\epsilon} \, dt = -2 \langle f^\epsilon, A^\epsilon u^\epsilon \rangle_{H_\epsilon} \, dt - 2 \langle g^\epsilon \, dW, A^\epsilon u^\epsilon \rangle_{H_\epsilon} + \| \nabla A^\epsilon g^\epsilon \|_{L^2_\mathcal{Q}}^2 \, dt.
\]

(7.55)

Integrating both sides of (7.55) and using the Cauchy–Schwarz inequality, we obtain

\[
\| u^\epsilon(t) \|_{V_\epsilon}^2 + \int_0^t \| A^\epsilon u^\epsilon \|_{H_\epsilon}^2 \, ds \leq \| u^\epsilon(0) \|_{V_\epsilon}^2 + \| f^\epsilon \|_{L^2(0,T;H_\epsilon)}^2 - 2 \int_0^t \langle g^\epsilon \, dW, A^\epsilon u^\epsilon \rangle_{H_\epsilon} \, ds + \int_0^t \| \nabla A^\epsilon g^\epsilon \|_{L^2_\mathcal{Q}}^2 \, ds.
\]
Then, taking the expectation, we get (7.52). By (7.47) and the properties of stochastic integrals, we have (7.50).

Thus, by the above estimates, the solution can be extended to \([0, \infty)\), provided that (7.53) holds. The proof is complete. \(\square\)

As we mentioned in the beginning of this section, we need to consider the limit of the distribution of \(u^\epsilon\) as \(\epsilon \to 0\). However, the domain \(D_\epsilon\) is changing with \(\epsilon\), that is, \(u^\epsilon\) defines a family of probability measures on a family of functional spaces that depends on \(\epsilon\). So, we apply the extension operator defined by Lemma 7.2 and consider \(P_\epsilon u^\epsilon\), which defines a family of probability measures, denoted by \(\mathcal{L}(P_\epsilon u^\epsilon)\), on \(L^2(0, T; H)\).

By Lemma 7.12 and Lemma 3.7, \(\{\mathcal{L}(P_\epsilon u^\epsilon)\}_\epsilon\) is tight in \(L^2(0, T; H)\). That is, for any \(\delta > 0\), there is a compact set \(K_\delta \subset L^2(0, T; H)\) such that

\[\mathbb{P}\{P_\epsilon u^\epsilon \in K_\delta\} > 1 - \delta.\]

Furthermore, by the Prokhorov theorem and the Skorohod embedding theorem [94, p. 32–33], for any sequence \(\{\epsilon_j\}\) with \(\epsilon_j \to 0\) as \(j \to \infty\), there exists a subsequence \(\{\epsilon_j(k)\}\), random variables \(\hat{u}^{\epsilon_j(k)}\) \(\subset L^2(0, T; H_{\epsilon_j(k)})\), and \(u \in L^2(0, T; H)\) defined on a new probability space \((\hat{\Omega}, \hat{\mathcal{F}}, \hat{\mathbb{P}})\) such that

\[\mathcal{L}(P_{\epsilon_j(k)} \hat{u}^{\epsilon_j(k)}) = \mathcal{L}(P_{\epsilon_j(k)} u^{\epsilon_j(k)})\]

and

\[P_{\epsilon_j(k)} \hat{u}^{\epsilon_j(k)} \to u \quad \text{in} \quad L^2(0, T; H) \quad \text{as} \quad k \to \infty\]

for almost all \(\omega \in \hat{\Omega}\). Moreover, \(P_{\epsilon_j(k)} \hat{u}^{\epsilon_j(k)}\) solves the system (7.36)–(7.39), with \(W\) replaced by Wiener process \(\hat{W}_k\), defined on probability space \((\hat{\Omega}, \hat{\mathcal{F}}, \hat{\mathbb{P}})\), with the same distribution as that of \(W\).

Recall a result on convergence in distribution (or convergence in law) from [113], Proposition 9.3.1: Given a sequence \(X^\epsilon\) of random variables. If every subsequence of \(X^\epsilon\) has a subsubsequence that converges in distribution to the same \(X\) as \(\epsilon \to 0\), then \(X^\epsilon\) itself converges in distribution to \(X\) as \(\epsilon \to 0\). In this case, the law (i.e., probability distribution, which is a probability measure) of \(X^\epsilon\) converges weakly to the law of \(X\) as \(\epsilon \to 0\).

Next we determine the limit equation (homogenized effective equation) that \(u\) satisfies. Finally, we show that the effective equation is well-posed, so the limit \(u\) is unique. After all these are done, we see that \(\mathcal{L}(u^\epsilon)\) weakly converges to \(\mathcal{L}(u)\) as \(\epsilon \downarrow 0\).

Having the tightness of \(\mathcal{L}(P_\epsilon u^\epsilon)\), the next step is to pass the limit \(\epsilon \to 0\) into (7.36)–(7.39). Define a new probability space \((\Omega_\delta, \mathcal{F}_\delta, \mathbb{P}_\delta)\) as

\[\Omega_\delta \triangleq \{\omega \in \Omega : u_\epsilon(\omega) \in K_\delta\},\]

\[\mathcal{F}_\delta \triangleq \{F \cap \Omega_\delta : F \in \mathcal{F}\},\]

and

\[\mathbb{P}_\delta(F) \triangleq \frac{\mathbb{P}(F \cap \Omega_\delta)}{\mathbb{P}(\Omega_\delta)}, \quad \text{for} \quad F \in \mathcal{F}_\delta.\]
Denote by $\mathbb{E}_\delta$ the expectation operator with respect to $\mathbb{P}_\delta$. Now we restrict the system to the probability space $(\Omega_\delta, \mathcal{F}_\delta, \mathbb{P}_\delta)$. In the following discussion we aim at obtaining $L^2(\Omega_\delta)$ convergence for any $\delta > 0$, which means the convergence in probability [38, p. 24], [113, p. 261].

Since $K_\delta$ is compact in $L^2(0, T; H)$, there exists a subsequence of $u^\epsilon$ in $K_\delta$, still denoted by $u^\epsilon$, such that for a fixed $\omega \in \Omega_\delta$,

\begin{align*}
P_\epsilon u^\epsilon &\rightharpoonup u \text{ weakly* in } L^\infty(0, T; H), \\
P_\epsilon u^\epsilon &\rightharpoonup u \text{ weakly in } L^2(0, T; H^1), \\
P_\epsilon u^\epsilon &\to u \text{ strongly in } L^2(0, T; H), \\
P_\epsilon \dot{u}^\epsilon &\rightharpoonup \dot{u} \text{ weakly in } L^2(0, T; H^{-1}).
\end{align*}

Now we follow the oscillating test function method, except passing the limit $\epsilon \to 0$ in the stochastic sense.

We introduce

$$\xi^\epsilon \triangleq \left( \sum_{j=1}^n a_{ij}\left( \frac{x}{\epsilon} \right) \frac{\partial u^\epsilon}{\partial x_j} \right) \triangleq A^\epsilon \nabla u^\epsilon,$$

which satisfies

\begin{align*}
-\text{div}\xi^\epsilon &= f^\epsilon + g^\epsilon \dot{W} - \dot{u}^\epsilon \text{ in } D_\epsilon \times (0, T), \\
\xi^\epsilon \cdot v &= 0 \text{ on } \partial S_\epsilon \times (0, T).
\end{align*}

By the estimates in Lemma 7.12, $\tilde{u}^\epsilon$ is bounded in $L^2(0, T; H^0_n)$. Thus, there is a subsequence of $\tilde{\xi}^\epsilon$, still denoted by $\tilde{\xi}^\epsilon$, such that

$$\tilde{\xi}^\epsilon \rightharpoonup \xi \text{ weakly in } L^2(0, T; \oplus_n H).$$

Notice that for any $v \in H^1_0(D)$ and $\varphi \in C^\infty_0(0, T)$,

$$\int_0^T \int_D \tilde{\xi}^\epsilon \cdot \nabla \varphi \, dx \, dt = \int_0^T \int_D f^\epsilon \varphi \, dx \, dt + \sum_{i=1}^\infty \int_0^T \int_D \tilde{g}^\epsilon_i v \, dx \varphi \, dW_i(t)$$

$$+ \int_0^T \int_D P_\epsilon u^\epsilon \chi_{D_\epsilon} \dot{\varphi} \, dx \, dt. \quad (7.56)$$

By the estimate

$$\mathbb{E} \left| \sum_{i=1}^\infty \int_0^T \int_D \tilde{g}^\epsilon_i v \, dx \varphi \, dW_i(t) \right|^2 \leq \sum_{i=1}^\infty \left| g^\epsilon_i \right|^2_{L^2(0, T; H)} \left| \varphi \right|^2_{L^2(0, T; H)}$$

and assumption (7.44), we have

$$\sum_{i=1}^\infty \int_0^T \int_D \tilde{g}^\epsilon_i v \, dx \varphi \, dW_i(t) \to \sum_{i=1}^\infty \int_0^T g_i v \, dx \varphi \, dW_i(t), \quad \text{in } L^2(\Omega).$$
Now let $\epsilon \to 0$ in (7.56). By (7.2) and the fact $L^2(\Omega_\delta) \subset L^2(\Omega)$, we have in $L^2(\Omega_\delta)$,
\[
\int_0^T \int_D \xi \cdot \nabla \varphi \, dx \, dt = \int_0^T \int_D f \varphi \, dx \, dt + \sum_{i=1}^{\infty} \int_0^T \int_D g_i \varphi \, dx \, dW_i(t) + \int_0^T \int_D \vartheta u \dot{\varphi} \, dx \, dt.
\]
Hence,
\[
-\text{div} \xi(x, t) \, dt = f(x, t) \, dt + g(x, t) \, dW - \vartheta \, du \text{ in } DT.
\] (7.58)

Let us identify the limit $\xi$.

For any $\lambda \in \mathbb{R}^n$, let $w_\lambda$ be the solution of the following elliptic system:
\[
-\sum_{j=1}^n \frac{\partial}{\partial y_j} \left( \sum_{i=1}^n a_{ij}(y) \frac{\partial w_\lambda}{\partial y_i} \right) = 0, \text{ on } Y^*,
\]
(7.59)
\[
w_\lambda - \lambda \cdot y \text{ is } Y - \text{periodic},
\]
(7.60)
\[
\frac{\partial w_\lambda}{\partial \nu_{A1}} = 0, \text{ on } \partial S.
\]
(7.61)

Define
\[
w_\lambda^\epsilon \triangleq \epsilon (\hat{Q} w_\lambda) \left( \frac{x}{\epsilon} \right),
\]
(7.62)
where $\hat{Q}$ is in Lemma 7.1. Then we have [84, p. 139],
\[
w_\lambda^\epsilon \rightharpoonup \lambda \cdot x \text{ weakly in } H^1(D),
\]
(7.63)
\[
\nabla w_\lambda^\epsilon \rightharpoonup \lambda \text{ weakly in } \bigoplus_n L^2(D).
\]
(7.64)

Set
\[
\eta_{\lambda,j}(y) \triangleq \sum_{i=1}^n a_{ij}(y) \frac{\partial w_\lambda(y)}{\partial y_i}, \text{ on } Y^*,
\]
and $\eta_\lambda^\epsilon(x) \triangleq (\eta_{\lambda,j}(x/\epsilon)) = a(x/\epsilon) \nabla w_\lambda^\epsilon$. Note that
\[
-\text{div} \tilde{\eta}_\lambda^\epsilon = 0 \text{ on } D.
\]
(7.65)

Due to (7.63) and (7.64) and periodicity,
\[
\tilde{\eta}_\lambda^\epsilon \rightharpoonup \frac{1}{|Y|} \int_{Y^*} \eta_\lambda \, dy \text{ weakly in } L^2(D).
\]
(7.66)

The above limit is still given by the classical homogenized matrix
\[
\frac{1}{|Y|} \int_{Y^*} \eta_\lambda \, dy = \bar{A}^T \lambda = (\bar{a}_{ji})\lambda.
\]
with
\[
\overline{a}_{ij} \triangleq \frac{1}{|Y|} \int_{Y^*} \sum_{k=1}^n a_{kj} (y) \frac{\partial w_{e_i}}{\partial y_k} \, dy.
\] (7.67)

Now, using the test function \( \varphi v w_\epsilon^\xi \) with \( \varphi \in C^\infty_0 (0, T), v \in C^\infty_0 (D) \) in (7.56) and multiplying both sides of (7.21) by \( \varphi v P_\epsilon u_\epsilon \), we obtain
\[
\int_0^T \int_D \tilde{\xi}^\epsilon \cdot \nabla \varphi w_\epsilon^\xi \, dx \, dt + \int_0^T \int_D \tilde{\eta}_\lambda^\epsilon \cdot \nabla (P_\epsilon u_\epsilon) \varphi \, dx \, dt
- \int_0^T \int_D \tilde{\eta}_\lambda^\epsilon \cdot \nabla (P_\epsilon u_\epsilon) \varphi \, dx \, dt
= \int_0^T \int_D \tilde{\varphi}^\epsilon \varphi v w_\epsilon^\xi \, dx \, dt + \sum_{i=1}^\infty \int_0^T \int_D \tilde{\varphi}^\epsilon_i v w_\epsilon^\xi \, dx \varphi \, dW_i (t)
+ \int_0^T \int_D P_\epsilon u_\epsilon \chi_D \tilde{\varphi} v w_\epsilon^\xi \, dx \, dt.
\]

Similar to the derivation of (7.24), we conclude that
\[
\vartheta \, du = (\text{div}(\tilde{A} \nabla u) + f) \, dt + g \, dW (t).
\] (7.68)

We also need to determine the initial value of \( u \). Suppose
\[
\tilde{u}_0^\epsilon \rightharpoonup u_0, \quad \text{weakly in } H.
\] (7.69)

We determine the initial value by using suitable test functions. In fact, taking \( v \in C^\infty_0 (D) \) and \( \varphi \in C^\infty (0, T) \) with \( \varphi (T) = 0 \), we have
\[
\int_0^T \int_D \tilde{\xi}^\epsilon \cdot \nabla v \varphi \, dx \, dt = \int_0^T \int_D \tilde{\varphi}^\epsilon v \varphi \, dx \, dt + \sum_{i=0}^\infty \int_0^T \int_D \tilde{\varphi}^\epsilon_i v \, dx \varphi \, dW_i (t)
- \int_0^T \int_D \tilde{u}_0^\epsilon \varphi \, dx \, dt + \int_D \tilde{u}_0^\epsilon (0) \varphi \, dx.
\]

Then, passing the limit as \( \epsilon \to 0 \), noticing that
\[
\int_0^T \int_D \tilde{u}^\epsilon \varphi \, dx \, dt = \int_0^T \int_D \chi_{D_\epsilon} \tilde{u}^\epsilon \varphi \, dx \, dt \to \int_0^T \int_D \vartheta u \varphi \, dx \, dt
= - \int_0^T \int_D \vartheta u \varphi \, dx \, dt + \int_D \vartheta u (0) \varphi (0) \varphi \, dx
\]
and using (7.58), we get the initial value of \( u \):
\[
u (0) = \frac{u_0}{\vartheta}.
\]
Therefore, we have proved the convergence of \( u^\epsilon \) in the sense of \( L^2(\Omega_\delta) \), i.e.,

\[
\lim_{\epsilon \to 0} E_\delta |P_\epsilon u^\epsilon - u^2|_{L^2(0,T;H)} = 0
\] (7.70)

and

\[
\lim_{\epsilon \to 0} E_\delta \int_0^T \int_D (A_\epsilon P_\epsilon u^\epsilon - \bar{A} \nabla u) v \varphi \, dx \, dt = 0,
\] (7.71)

for every \( v \in C_0^\infty(D) \) and \( \varphi \in C^\infty(0, T) \).

We summarize the homogenization result for the stochastic system (7.36)–(7.39) in the following theorem.

**Theorem 7.13 (Homogenization on finite time interval).** For every \( T > 0 \), assume that (7.43), (7.44), and (7.69) hold. Let \( u^\epsilon \) be the solution of (7.36)–(7.39). Then the distribution \( L(P_\epsilon u^\epsilon) \) converges weakly to \( \mu \) in the space consisting of probability measures on \( L^2(0,T;H) \) as \( \epsilon \downarrow 0 \), with \( \mu \) being the distribution of \( u \), which is the solution of the following homogenized effective equation:

\[
\vartheta \, du = (\text{div}(\bar{A} \nabla u) + f) \, dt + g \, dW(t) \quad \text{in} \quad D \times (0,T),
\] (7.72)

\[
u = 0 \quad \text{on} \quad \partial D \times (0,T),
\] (7.73)

\[
u(0,x) = \frac{u_0}{\vartheta} \quad \text{on} \quad D,
\] (7.74)

where \( \bar{A} \triangleq (\bar{a}_{ij}) \) with \( \bar{a}_{ij} \) given by (7.67).

**Proof.** First, the homogenized effective equation is well-posed [94, Theorem 5.4]. Then, by the arbitrariness of \( \delta \), the Skorohod theorem, and \( L^2(\Omega_\delta) \) convergence of \( P_\epsilon u^\epsilon \) on \( (\Omega_\delta, F_\delta, P_\delta) \), we obtain the result. \( \square \)

We look at an example.

**Example 7.14.** Consider the following linear SPDE on the interval \( D = (-L, L) \) with \( Y = [-1, 1] \) and \( S = (-0.5, 0.5) \),

\[
du^\epsilon(x,t) = \partial_{xx} u^\epsilon(x,t) dt + dW(x,t) \quad \text{on} \quad D_\epsilon \times (0,T),
\]

\[
u^\epsilon = 0 \quad \text{on} \quad \partial D \times (0,T),
\]

\[
\frac{\partial u^\epsilon}{\partial \nu} = 0 \quad \text{on} \quad \partial S_\epsilon \times (0,T),
\]

\[
u^\epsilon(0) = u_0^\epsilon \quad \text{on} \quad D_\epsilon.
\]

The corresponding cell problem is

\[
w''(y) = 0, \quad \text{on} \quad Y^* = (-1, -0.5] \cup [0.5, 1),
\]

\[
w(y) - y \quad \text{is} \quad Y - \text{periodic},
\]

\[
w'(y) = 0, \quad \text{on} \quad \partial S = \{-0.5, 0.5\}.
\]

The homogenized model is

\[
\frac{1}{2} du(x,t) = \partial_{xx} u(x,t) dt + dW(x,t), \quad \text{on} \quad (-L, L) \times (0,T),
\]

\[
u(x,t) = 0, \quad \text{on} \quad \{-L, L\} \times (0,T).
\]
The homogenized matrix $\tilde{A}$, which is now just a real number, is given by
\[
\tilde{A} = \frac{1}{|Y|} \int_{Y^*} w'(y) dy = 1.
\]

**Effectivity on the Whole Time Interval**

We have obtained the homogenized effective model on any finite time interval $[0, T]$. In fact, we can consider the long time effectivity of the homogenized equation. For simplicity, we assume that $f^\varepsilon$ and $g^\varepsilon$ are independent of time $t$ and
\[
\sum_{i=1}^{\infty} \| \nabla A^\varepsilon g^\varepsilon_i(x) \|_{\beta \alpha H_\varepsilon}^2 < C^* \tag{7.75}
\]
with $C^*$ a positive constant independent of $\varepsilon$. Then, by the assumption on $A^\varepsilon$ and the properties of $\tilde{a}_{ij}$, system \(7.36\)–\(7.39\) and homogenized Equations \(7.72\)–\(7.74\) have unique stationary solutions $u^{\varepsilon*,}(x, t)$ and $u^*(x, t)$, respectively. The construction of a stationary solution is classical (see Problem 6.1). We denote by $\mu^{\varepsilon*}$ and $\mu^*$ the distributions of $P_\varepsilon u^{\varepsilon*}$ and $u^*$ in $H$, respectively. Then, if $E\|u_0^0\|^2 < \infty$ and $E\|u_0\|^2 < \infty$,
\[
\begin{align*}
|\int_{h} h d\mu^\varepsilon(t) - \int_{h} h d\mu^{\varepsilon*}(t) | &\leq C(u_0^\varepsilon)e^{-\gamma t}, \quad t > 0, \\
|\int_{h} h d\mu(t) - \int_{h} h d\mu^*(t) | &\leq C(u_0)e^{-\gamma t}, \quad t > 0,
\end{align*}
\tag{7.76, 7.77}
\]
for some constant $\gamma > 0$ and any $h : H \to \mathbb{R}^1$ with $\sup |h| \leq 1$ and $\text{Lip}(h) \leq 1$. Here $\mu^\varepsilon(t) = \mathcal{L}(P_\varepsilon u^\varepsilon(t, u_0^\varepsilon))$, $\mu(t) = \mathcal{L}(u(t, u_0/\varepsilon))$, $C(u_0^\varepsilon)$, and $C(u_0)$ are positive constants depending only on the initial value $u_0^\varepsilon$ and $u_0$, respectively. The above convergence also yields that $\mu^\varepsilon(t)$ and $\mu(t)$ weakly converge to $\mu^{\varepsilon*}$ and $\mu^*$, respectively, as $t \to \infty$.

Next we show that $\mu^{\varepsilon*}$ weakly converges to $\mu^*$ as $\varepsilon \to 0$. For this, we first derive additional a priori estimates, which are uniform with respect to $\varepsilon$, to ensure the tightness of the stationary distributions. We introduce some spaces. For Banach space $U$ and $p > 1$, we define $W^{1,p}(0, T; U)$ as the space of functions $h \in L^p(0, T; U)$ such that
\[
|h|^p_{W^{1,p}(0, T; U)} = |h|^p_{L^p(0, T; U)} + \left| \frac{dh}{dt} \right|^p_{L^p(0, T; U)} < \infty.
\tag{7.78}
\]
For any $\alpha \in (0, 1)$, define $W^{\alpha,p}(0, T; U)$ as the space of function $h \in L^p(0, T; U)$ such that
\[
|h|^p_{W^{\alpha,p}(0, T; U)} = |h|^p_{L^p(0, T; U)} + \int_0^T \int_0^T \frac{|h(t) - h(s)|^p_U}{|t - s|^{1+\alpha p}} ds \, dt < \infty.
\tag{7.79}
\]
For $\rho \in (0, 1)$, we denote by $C^\rho(0, T; U)$ the space of functions $h : [0, T] \to X'$ that are Hölder continuous with exponent $\rho$.

For $T > 0$, denote by $u_{T}^{\varepsilon*}$ (respectively, $u_{T}^{*}$) the distribution of stationary process $P_\varepsilon u^{\varepsilon*}(\cdot)$ (respectively, $u^*(\cdot)$) in $L^2(0, T; H^1)$. Then we have the following result.
Lemma 7.15. For every $T > 0$, the family $u^*_T$ is tight in $L^2(0, T; H^{2-\iota})$ with some $\iota > 0$.

Proof. Since $u^*$ is stationary, by (7.52) we see that

$$E|u^*_T|^2_{L^2(0, T; H^2)} < C_T.$$  \hspace{1cm} (7.80)

Now represent $u^*$ in the form

$$u^*(t) = u^*(0) + \int_0^t A^*_\epsilon u^*(s) ds + \int_0^t f^\epsilon(x) ds + \int_0^t g^\epsilon(x) dW(s).$$

Also, by the stationarity of $u^*$ and (7.52), we obtain

$$E \left| \int_0^t A^*_\epsilon P^\epsilon u^*(s) ds + \int_0^t \tilde{f}^\epsilon(x) ds \right|^2_{W^{1,2}(0, T; H)} \leq C_T.$$  \hspace{1cm} (7.81)

Define $M_\epsilon(s, t) \triangleq \int_s^t \tilde{g}^\epsilon(x) dW(s)$. By Lemma 3.24 and the Hölder inequality, we derive that

$$E\|M_\epsilon(s, t)\|_{V_\epsilon}^4 \leq c \left( \int_s^t \|\nabla A^*_\epsilon \tilde{g}^\epsilon(x)\|_{L^2_0}^2 d\tau \right)^2 \leq K (t - s) \int_s^t \|\nabla A^*_\epsilon \tilde{g}^\epsilon(x)\|_{L^2_0}^4 d\tau \leq KC^{*2} |t - s|^2$$

for $t \in [s, T]$, where $K$ is a positive constant independent of $\epsilon, s,$ and $t$. Therefore,

$$E \int_0^T \|M_\epsilon(0, t)\|_{V_\epsilon}^4 dt \leq C_T$$  \hspace{1cm} (7.82)

and

$$E \int_0^T \int_0^T \frac{\|M_\epsilon(0, t) - M_\epsilon(0, s)\|_{V_\epsilon}^4}{|t - s|^{1+4\alpha}} ds dt \leq C_T.$$  \hspace{1cm} (7.83)

Combining (7.80)–(7.83), together with the following compact embedding

$$L^2(0, T; H^2) \cap W^{1,2}(0, T; H) \subset L^2(0, T; H^{2-\iota})$$

and

$$L^2(0, T; H^2) \cap W^{\alpha,4}(0, T; H^1) \subset L^2(0, T; H^{2-\iota}),$$

we obtain the tightness of $u^*_T$ in $L^2(0, T; H^{2-\iota})$. This completes the proof. \hfill $\Box$

The above lemma directly yields the following result:

Corollary 7.16. The family $\{\mu^*_\epsilon\}$ is tight in $H^1$.

By Lemma 7.15, for any fixed $T > 0$, the Skorohod embedding theorem asserts that for any sequence $\{\epsilon_n\}_n$ with $\epsilon_n \to 0$ as $n \to \infty$, there is a subsequence $\{\epsilon_{n(k)}\}_k$,
a new probability space $(\Omega, F, P)$, and random variables $\overline{u}^{\epsilon(n(k))}{\ast} \in L^2(0, T; V_\epsilon)$, $\overline{u}{\ast} \in L^2(0, T; H^1)$ such that
\[
\mathcal{L}(P_\epsilon \overline{u}^{\epsilon(n(k))}{\ast}) = u_T^{\epsilon(n(k))}{\ast}, \quad \mathcal{L}(\overline{u}{\ast}) = u_T^{{\ast}},
\]
and
\[
\overline{u}^{\epsilon(n(k))}{\ast} \to \overline{u}{\ast}, \quad \text{in } L^2(0, T; H^1) \quad \text{as } k \to \infty.
\]
Moreover, $\overline{u}^{\epsilon(n(k))}{\ast}$ (respectively, $\overline{u}{\ast}$) is the unique stationary solution of Equation (7.45) (respectively, (7.72)) with $W$ replaced by $W_k$ (respectively, $\overline{W}$), where $W_k$ and $\overline{W}$ are some Wiener processes defined on $(\Omega, F, P)$ with the same distribution as $W$. Then, by the homogenization of (7.36)–(7.39) on a finite time interval and the uniqueness of the invariant measure,
\[
u_T^{\epsilon}{\ast} \to \nu_T^{{\ast}}, \quad \text{as } \epsilon \to 0
\]
for any $T > 0$.

To show long time effectivity, let $u^\epsilon(t)$, $t \geq 0$, be a weak solution of system (7.36)–(7.39), and define $u^{\epsilon,l}(\cdot) \triangleq u^\epsilon(t + \cdot)$, which is in $L^2_{\text{loc}}(\mathbb{R}_+; V^\epsilon)$ by Theorem 7.12. Then, by (7.76),
\[
\mathcal{L}(P_\epsilon u^{\epsilon,l}(\cdot)) \to \mathcal{L}(P_\epsilon u^{\epsilon}{\ast}(\cdot)), \quad t \to \infty
\]
in the space of probability measures on $L^2_{\text{loc}}(\mathbb{R}_+; H^1)$. Having the above analysis, we have the following result, which implies the long time effectivity of the homogenized effective Equation (7.72).

**Theorem 7.17 (Homogenization on the whole time interval).** Assume that $f_\epsilon \in H_\epsilon$ and $g_i^\epsilon \in V_\epsilon$ are independent of time $t$. Further, assume that (7.75), (7.40), and (7.44) hold. Denote by $u^\epsilon(t)$, $t \geq 0$, the solution of (7.36)–(7.39) and $u^{{\ast}}$ the unique stationary solution of (7.72). Then,
\[
\lim_{\epsilon \downarrow 0} \lim_{t \to \infty} \mathcal{L}(P_\epsilon u^{\epsilon,l}(\cdot)) = \mathcal{L}(u^{{\ast}}(\cdot)), \quad (7.84)
\]
where the limit is understood in the sense of weak convergence of Borel probability measures in $L^2_{\text{loc}}(\mathbb{R}_+; H^1)$. That is, the solution of (7.36)–(7.39) converges to the stationary solution of (7.72), in distribution, as $t \to \infty$ and $\epsilon \to 0$.

**Remark 7.18.** The above result implies that the macroscopic model (7.72) is an effective approximation for the microscopic model (7.36)–(7.39) on a very long time scale. In other words, if we intend to numerically simulate the long time behavior of the microscopic model, we could simulate the macroscopic model as an approximation when $\epsilon$ is sufficiently small.

**Effectivity in Energy Convergence**

Here we show effectivity in energy convergence for the homogenized Equation (7.72)–(7.74). Energy convergence is in the sense of mean square on a finite time interval instead of in the sense of distribution.
Let $u^\epsilon$ be a weak solution of (7.36)–(7.39), and let $u$ be a weak solution of (7.72)–(7.74). We introduce the following energy functionals:

$$
\mathcal{E}^\epsilon (u^\epsilon)(t) \triangleq \frac{1}{2} \mathbb{E} \|\tilde{u}^\epsilon\|_H^2 + \mathbb{E} \int_0^t \int_D \chi_D A^\epsilon \nabla \left( P_\epsilon u^\epsilon(x, \tau) \right) \nabla \left( P_\epsilon u^\epsilon(x, \tau) \right) dx \, d\tau
$$

(7.85)

and

$$
\mathcal{E}^0 (u)(t) \triangleq \frac{1}{2} \mathbb{E} \|u\|_H^2 + \mathbb{E} \int_0^t \int_D \bar{A} \nabla u(x, \tau) \nabla u(x, \tau) dx \, d\tau.
$$

(7.86)

By Itô’s formula,

$$
\mathcal{E}^\epsilon (u^\epsilon)(t) = \frac{1}{2} \mathbb{E} \|\bar{u}^0\|_H^2 + \mathbb{E} \int_0^t \int_D \tilde{f}^\epsilon(x, \tau) \tilde{u}^\epsilon(x, \tau) dx \, d\tau
$$

$$
+ \frac{1}{2} \mathbb{E} \int_0^t \|\tilde{g}^\epsilon(x, \tau)\|_{L^2_0}^2 \, d\tau
$$

and

$$
\mathcal{E}^0 (u)(t) = \frac{1}{2} \mathbb{E} \|u^0\|_H^2 + \mathbb{E} \int_0^t \int_D f(x, \tau) u(x, \tau) dx \, d\tau + \frac{1}{2} \mathbb{E} \int_0^t \|g(x, \tau)\|_{L^2_0}^2 \, d\tau.
$$

Then we have the following effectivity of the macroscopic model in the sense of convergence in energy.

**Theorem 7.19 (Homogenization in energy convergence).** Assume that (7.43) and (7.44) hold. If

$$
\tilde{u}^\epsilon_0 \to u^0 \ \text{strongly in} \ H, \ \text{as} \ \epsilon \to 0,
$$

then

$$
\mathcal{E}^\epsilon (u^\epsilon) \to \mathcal{E}^0 (u) \ \text{in} \ C([0, T]), \ \text{as} \ \epsilon \to 0.
$$

**Proof.** By the homogenization approach on a finite time interval, for any $\delta > 0$, $u^\epsilon \to u$ strongly in $L^2(0, T; H)$ on $\Omega_\delta$. Then, since $\delta$ is arbitrary,

$$
\mathbb{E} \int_0^t \int_D \tilde{f}^\epsilon(x, \tau) \tilde{u}^\epsilon(x, \tau) dx \, d\tau \to \mathbb{E} \int_0^t \int_D f(x, \tau) u(x, \tau) dx \, d\tau
$$

for $t \in [0, T]$.

Noticing that $\tilde{g}^\epsilon \rightharpoonup g$ weakly in $L^2(0, T; L^2_0)$, we have

$$
\mathcal{E}^\epsilon (u^\epsilon)(t) \to \mathcal{E}^0 (u)(t) \ \text{for any} \ t \in [0, T].
$$

(7.87)

We now only need to show that $\{\mathcal{E}^\epsilon (u^\epsilon)(t)\}_\epsilon$ is equi-continuous, as in the Ascoli–Arzela theorem [113, Theorem 2.4.7], then imply the result. In fact, given any $t \in [0, T]$. 

and $h > 0$ small enough, we have

$$|\mathcal{E}^\epsilon(u^\epsilon)(t + h) - \mathcal{E}^\epsilon(u^\epsilon)(t)|$$

$$\leq \mathbb{E} \int_t^{t+h} \int_D \tilde{f}^\epsilon(x, \tau) \tilde{u}^\epsilon(x, \tau) dx d\tau + \mathbb{E} \int_t^{t+h} \|\tilde{g}^\epsilon(x, \tau)\|^2_{L^2} d\tau$$

$$\leq \mathbb{E}\left\{ |\tilde{f}^\epsilon|_{L^2(0,T;\mathcal{H})} \int_t^{t+h} \|\tilde{u}^\epsilon(x, \tau)\|^2_{\mathcal{H}} dx d\tau \right\} + \mathbb{E} \int_t^{t+h} \|\tilde{g}^\epsilon(x, \tau)\|^2_{L^2} d\tau.$$

Noticing that $\tilde{u}^\epsilon \in L^2(0,T;\mathcal{H})$ a.s. and (7.42), we have

$$|\mathcal{E}^\epsilon(u^\epsilon)(t + h) - \mathcal{E}^\epsilon(u^\epsilon)(t)| \rightarrow 0, \quad \text{as } h \rightarrow 0,$$

uniformly on $\epsilon$, which implies the equicontinuity of the family $\{\mathcal{E}^\epsilon(u^\epsilon)\}_\epsilon$. This completes the proof. □

7.2.2 Homogenization Under Random Dynamical Boundary Conditions

In this subsection, we consider homogenization for a microscopic heterogeneous system, modeled by a linear SPDE in a medium that exhibits small-scale obstacles, with random dynamical boundary conditions on the boundaries of the obstacles. Such random boundary conditions arise in the modeling of, for example, the air-sea interactions on the ocean surface [254], heat transfer in a solid in contact with a fluid [210], chemical reactor theory [211], and colloid and interface chemistry [293]. One example of such microscopic systems of interest is composite materials containing microscopic heterogeneities, under the impact of random fluctuations in the domain and on the surface of the heterogeneities [175,224]. A motivation for such a model is based on the consideration that the interaction between the atoms of the different compositions in a composite material causes thermal noise when the scale of the heterogeneity scale is small. A similar consideration appears in a microscopic stochastic lattice model [3,41] for a composite material. Here the microscopic structure is perturbed by random effect, and the complicated interactions on the boundary of the holes are dynamically and randomly evolving. So, the model can be described by an SPDE on a periodically perforated domain $D_\epsilon$ with random dynamical boundary conditions on the boundary of small holes $\partial S_\epsilon$.

One interesting point is that, for the system with random dynamical boundary conditions, the random force on the boundary of microscopic scale holes leads, in the homogenization limit, to a random force distributed all over the physical domain, even when the model equation itself contains no stochastic influence inside the domain (§6, Remark 7.26). We could also say that the impact of small-scale random dynamical boundary conditions is quantified or carried over to the homogenized model as an extra random forcing.

Partial differential equations (PDEs) with dynamical boundary conditions have been investigated recently, as in, e.g., [16,114,119,120,157,288]. Parabolic SPDEs with noise in the Neumann boundary conditions have also been studied, such as [95, Ch. 13], [96], and [227]. In [79], the authors have studied the well-posedness of SPDEs with random dynamical boundary conditions. The present authors, with collaborators, have
considered dynamical issues of SPDEs with random dynamical boundary conditions [55,106,284,300,312].

For a fixed final time $T > 0$, we consider the following Itô type nonautonomous SPDE defined on the perforated domain $D_\epsilon$ in $\mathbb{R}^n$:

\[
\begin{align*}
&du^\epsilon(x, t) = \left[\Delta u^\epsilon(x, t) + f(x, t, u^\epsilon, \nabla u^\epsilon)\right]dt + g_1(x, t)dW_1(x, t) \\
on D_\epsilon \times (0, T),
&\epsilon^2 du^\epsilon(x, t) = \left[-\frac{\partial u^\epsilon(x, t)}{\partial n_\epsilon} - \epsilon bu^\epsilon(x, t)\right]dt + \epsilon g_2(x, t)dW_2(x, t) \\
on \partial S_\epsilon \times (0, T),
&u^\epsilon(x, t) = 0 \quad \text{on } \partial D \times (0, T),
&u^\epsilon(0, x) = u_0(x) \quad \text{on } D_\epsilon,
\end{align*}
\]

(7.88)

(7.89)

(7.90)

(7.91)

where $b$ is a real constant, $f : D \times [0, T] \times \mathbb{R}^1 \times \mathbb{R}^n \to \mathbb{R}^1$ satisfies some properties that are described later, $\nu_\epsilon$ is the exterior unit normal vector on the boundary $\partial S_\epsilon$, and $u_0 \in L^2(D)$. Moreover, $W_1(x, t)$ and $W_2(x, t)$ are mutually independent $L^2(D)$-valued Wiener processes on a complete probability space $(\Omega, \mathcal{F}, \mathbb{P})$. Denote by $Q_1$ and $Q_2$ the covariance operators of $W_1$ and $W_2$, respectively. Here we assume that $g_i(x, t) \in \mathcal{L}(L^2(D))$, $i = 1, 2$, and that there is a constant $C_T \geq 0$ independent of $\epsilon$, such that

\[
\|g_i(\cdot, t)\|^2_{L^2(Q_i)} \triangleq \sum_{j=1}^{\infty} \|g_i Q_i^{1/2} e_j\|^2_{L^2(D)} \leq C_T, \quad i = 1, 2, \quad t \in [0, T],
\]

(7.92)

where $\{e_j\}_{j=1}^{\infty}$ are eigenvectors of operator $-\Delta$ on $D$ with zero Dirichlet boundary conditions, which form an orthonormal basis of $L^2(D)$. Denote by $L_2^{Q_i} := L^2(Q_i^{1/2}H, H)$. Recall that $L^2(Q_i^{1/2}H, H)$ consists of Hilbert–Schmidt operators from $Q_i^{1/2}H$ to $H$ [94, Ch. 4.2], and the norm is defined in §3.6.

In this section, we only consider the case when $f$ is linear. Cases for nonlinear $f$’s are discussed in the next section.

For a fixed $T > 0$, we always denote by $C_T$ a constant independent of $\epsilon$ and still denote by $D_T$ the set $D \times (0, T)$.

**Basic Properties of the Microscopic Model**

To homogenize the stochastic system (7.88)–(7.91), we first need some estimates for the solutions $u^\epsilon$ in an appropriate space. Suppose that the term $f$ is independent of $u^\epsilon$ and $\nabla u^\epsilon$ and that $f(\cdot, \cdot) \in L^2(0, T; L^2(D))$.

Define by $H^1_\epsilon(D_\epsilon)$ the space of elements of $H^1(D_\epsilon)$ that vanish on $\partial D$. Denote by $H^{-1}_\epsilon(D_\epsilon)$ the dual space of $H^1_\epsilon(D_\epsilon)$ with the usual norm, and let $\gamma_\epsilon : H^1(D_\epsilon) \to L^2(\partial S_\epsilon)$ be the continuous trace operator with respect to $\partial S_\epsilon$ [289, Ch. 4.7]. Note that $H^{1/2}(\partial S_\epsilon) = \gamma_\epsilon(H^1(D_\epsilon))$, and $H^{-1/2}_\epsilon(D_\epsilon)$ is the dual space of $H^{1/2}_\epsilon(D_\epsilon)$.

Introduce the following function spaces:

\[
X_\epsilon^{1/2} \triangleq \{(u, v) \in H^1_\epsilon(D_\epsilon) \times H^{1/2}_\epsilon(\partial S_\epsilon) : v = \epsilon \gamma_\epsilon u\}
\]
and

\[ X_0^\epsilon \triangleq \{ L^2(D_\epsilon) \times L^2(\partial S_\epsilon) \} \]

with the usual scalar products and norms. Define an operator \( B^\epsilon \) on the space \( H^1_\epsilon(D_\epsilon) \) by

\[ B^\epsilon u \triangleq \frac{\partial u}{\partial \nu_\epsilon} + \epsilon bu, \quad u \in H^1_\epsilon(D_\epsilon). \] (7.93)

Also define an operator \( A^\epsilon \) on \( \mathcal{D}(A^\epsilon) \triangleq \{(u, v) \in X^1_\epsilon : (-\Delta u, R^\epsilon B^\epsilon u) \in X^0_\epsilon \} \), where \( R^\epsilon \) is the restriction to \( \partial S_\epsilon \), as

\[ A^\epsilon z \triangleq \left( -\Delta u, \frac{1}{\epsilon} R^\epsilon B^\epsilon u \right)^T, \quad z = (u, v)^T \in \mathcal{D}(A^\epsilon). \] (7.94)

Associated with the operator \( A^\epsilon \), we introduce the bilinear form on \( X^1_\epsilon \)

\[ a^\epsilon(z, \bar{z}) \triangleq \int_{D_\epsilon} \nabla u \nabla \bar{u} \, dx + \epsilon b \int_{S_\epsilon} \gamma_\epsilon(u) \gamma_\epsilon(\bar{u}) \, ds \] (7.95)

with \( z = (u, v), \bar{z} = (\bar{u}, \bar{v}) \in X^1_\epsilon \). Noticing that \( \| \gamma_\epsilon(u) \|_{L^2(\partial S_\epsilon)} \leq C(S_\epsilon) \| u \|^2_{H^1_\epsilon(D_\epsilon)} \)

we see that there is an \( M > 0 \), independent of \( \epsilon \), such that

\[ a^\epsilon(z, \bar{z}) \leq M \| u \|^2_{H^1_\epsilon(D_\epsilon)} \| \bar{u} \|^2_{H^1_\epsilon(D_\epsilon)} \] (7.96)

and the following coercive property of \( a^\epsilon \) holds:

\[ a^\epsilon(z, \bar{z}) \geq \tilde{\alpha} \| z \|^2_{X^1_\epsilon} - \tilde{\beta} \| \bar{z} \|^2_{X^0_\epsilon}, \quad z \in X^1_\epsilon \] (7.96)

for some positive constants \( \tilde{\alpha} \) and \( \tilde{\beta} \) that are also independent of \( \epsilon \). Denote by \( S_\epsilon(t) \) the \( C_0 \)-semigroup generated by operator \(-A^\epsilon\). Then the system (7.88)–(7.91) can be rewritten as the following abstract stochastic evolutionary equation:

\[ dz^\epsilon(x, t) = [-A^\epsilon z^\epsilon(x, t) + F^\epsilon(x, t)] \, dt + G^\epsilon(x, t) \, dW(x, t), \quad z^\epsilon(0) = z_0, \] (7.97)

where

\[ F^\epsilon(x, t) = (f(x, t), 0)^T, \]

\[ G^\epsilon(x, t) \, dW(t) = (g_1(x, t) \, dW_1(x, t), g_2(x, t) \, dW_2(x, t))^T \]

and \( z_0 = (u_0, v_0)^T \). In the mild sense, this becomes

\[ z^\epsilon(t) = S_\epsilon(t)z_0 + \int_0^t S_\epsilon(t-s)F^\epsilon(s) \, ds + \int_0^t S_\epsilon(t-s)G^\epsilon(s) \, dW(s). \] (7.98)
Moreover, the variational or weak formulation is
\[
\int_0^T \int_{D_\epsilon} \dot{u}^\epsilon \varphi \, dx \, dt + \epsilon^2 \int_0^T \int_{\partial D_\epsilon} \dot{u}^\epsilon \varphi \, dx \, dt + \epsilon b \int_0^T \int_{\partial D_\epsilon} u^\epsilon \varphi \, dx \, dt
\]
\[
= -\int_0^T \int_{D_\epsilon} \nabla u^\epsilon \nabla \varphi \, dx \, dt + \int_0^T \int_{D_\epsilon} f \varphi \, dx \, dt + \int_0^T \int_{D_\epsilon} g_1 \varphi \dot{W}_1 \, dx \, dt
\]
\[
+ \epsilon \int_0^T \int_{\partial D_\epsilon} g_2 \varphi \dot{W}_2 \, dx \, dt,
\]
(7.99)
for \( \varphi(x, t) \in C^\infty_0([0, T] \times D_\epsilon) \). Here (\( \cdot \)) stands for \( \frac{d}{dt} \).

For well-posedness of system (7.97) we have the following result.

**Lemma 7.20 (Global well-posedness of microscopic model).** Assume that (7.92) holds for \( T > 0 \). If \( z_0 = (u_0, v_0)^T \) is a \( (\mathcal{F}_0, \mathcal{B}(X^0_\epsilon)) \)-measurable random variable, then the system (7.97) has a unique mild solution \( z^\epsilon \in L^2(\Omega, C(0, T; X^0_\epsilon) \cap L^2(0, T; X^1_\epsilon)) \), which is also a weak solution in the following sense:

\[
\langle z^\epsilon(t), \varphi \rangle_{X^1_\epsilon} = \langle z_0, \varphi \rangle_{X^1_\epsilon} + \int_0^t \langle -\mathcal{A}^\epsilon z^\epsilon(s), \varphi \rangle_{X^1_\epsilon} \, ds
\]
\[
+ \int_0^t \langle F^\epsilon, \varphi \rangle_{X^1_\epsilon} \, ds + \int_0^t \langle G^\epsilon dW, \varphi \rangle_{X^1_\epsilon}
\]
(7.100)
for \( t \in [0, T] \) and \( \varphi \in X^1_\epsilon \). Moreover, if \( z_0 \) is independent of \( W(t) \) with \( \mathbb{E}|z_0|_{X^0_\epsilon}^2 < \infty \), then

\[
\mathbb{E}\|z^\epsilon(t)\|_{X^0_\epsilon}^2 + \mathbb{E} \int_0^t \|z^\epsilon(s)\|_{X^1_\epsilon}^2 \, ds \leq (1 + \mathbb{E}\|z_0\|_{X^0_\epsilon}^2) C_T, \quad \text{for} \quad t \in [0, T]
\]
(7.101)
and

\[
\mathbb{E}\{ \sup_{t \in [0, T]} \|z^\epsilon(t)\|_{X^0_\epsilon}^2 \} \leq \left( 1 + \mathbb{E}\|z_0\|_{X^0_\epsilon}^2 + \mathbb{E} \int_0^T \|z^\epsilon(s)\|_{X^1_\epsilon}^2 \, ds \right) C_T,
\]
(7.102)
for some constant \( C_T > 0 \).

**Proof.** By the assumption (7.92), we have

\[
\|G^\epsilon(x, t)\|_{L^2_\Omega}^2 = \|g_1(x, t)\|_{L^2_\Omega}^2 + \|g_2(x, t)\|_{L^2_\Omega}^2 < \infty.
\]

Then the classical result [94, Theorem 5.4] yields the local existence of \( z^\epsilon \). By applying the stochastic Fubini theorem [94, p. 109], the local mild solution is also a weak solution.

Now we derive the following a priori estimates, which yield the existence of a weak solution on \([0, T]\) for any \( T > 0 \).

Applying Itô’s formula to \( \|z^\epsilon\|_{X^0_\epsilon}^2 \), we have

\[
d\|z^\epsilon(t)\|_{X^0_\epsilon}^2 + 2\langle \mathcal{A}^\epsilon z^\epsilon, z^\epsilon \rangle_{X^0_\epsilon} \, dt = 2\langle F^\epsilon(x, t), z^\epsilon \rangle_{X^0_\epsilon} \, dt
\]
\[
+ 2\langle G^\epsilon(x, t) \, dW(t), z^\epsilon \rangle_{X^0_\epsilon}
\]
\[
+ \|G^\epsilon(x, t)\|_{L^2_\Omega}^2 \, dt.
\]
(7.103)
By the coercivity (7.96) of $a^\epsilon(\cdot, \cdot)$, integrating (7.103) with respect to $t$ yields

$$
\|z^\epsilon(t)\|_{X_0^\epsilon}^2 + 2\bar{\alpha} \int_0^t \|z^\epsilon(s)\|_{X_1^\epsilon}^2 ds
\leq \|z_0\|_{X_0^\epsilon}^2 + |F^\epsilon|_{L^2(0,T;X_0^\epsilon)}^2 + (2\tilde{\beta} + 1) \int_0^t \|z^\epsilon(s)\|_{X_0^\epsilon}^2 ds
+ \int_0^t \langle G^\epsilon(s) dW(s), z^\epsilon(s) \rangle_{X_0^\epsilon} + \int_0^t \|G^\epsilon(s)\|_{L^2_{L^2}}^2 ds.
$$

Taking the expectation of both sides of the above inequality yields

$$
\mathbb{E}\|z^\epsilon(t)\|_{X_0^\epsilon}^2 + 2\bar{\alpha} \mathbb{E} \int_0^t \|z^\epsilon(s)\|_{X_1^\epsilon}^2 ds
\leq \mathbb{E}\|z_0\|_{X_0^\epsilon}^2 + |F^\epsilon|_{L^2(0,T;X_0^\epsilon)}^2 + (2\tilde{\beta} + 1) \mathbb{E} \int_0^t \|z^\epsilon(s)\|_{X_0^\epsilon}^2 ds
+ \int_0^t \|G^\epsilon(s)\|_{L^2_{L^2}}^2 ds.
$$

Finally, the Gronwall inequality implies the estimate (7.101). Notice that, by Lemma 3.24,

$$
\mathbb{E} \sup_{t \in [0, T]} \left\| \int_0^t S_\epsilon(t-s)G^\epsilon(s, x)ds \right\|_{X_0^\epsilon}^2 \leq C_T \int_0^T \|G^\epsilon(s)\|_{L^2_{L^2}}^2 ds.
$$

Therefore, by the assumption on $f$ and (7.98), we have the estimate (7.102). This completes the proof.

By the above result and the definition of $z^\epsilon$, we have the following corollary.

**Corollary 7.21.** Assume that the conditions of Lemma 7.20 hold. Then, for $t \in [0, T]$,

$$
\mathbb{E} \left[ \|u^\epsilon(t)\|_{L^2(D_\epsilon)}^2 + \epsilon^2 \|\gamma \epsilon u^\epsilon(t)\|_{L^2(\partial D_\epsilon)}^2 \right]
+ \int_0^t \mathbb{E} \left[ \|u^\epsilon(s)\|_{H^1(D_\epsilon)}^2 + \epsilon^2 \|\gamma \epsilon u^\epsilon(s)\|_{H^{1/2}(\partial D_\epsilon)}^2 \right] ds
\leq \left( 1 + \mathbb{E}\|z_0\|_{X_0^\epsilon}^2 \right) C_T
$$

(7.104)

and

$$
\mathbb{E} \sup_{t \in [0, T]} \left[ \|u^\epsilon(t)\|_{L^2(D_\epsilon)}^2 + \epsilon^2 \|\gamma \epsilon u^\epsilon(t)\|_{L^2(\partial D_\epsilon)}^2 \right] \leq \left( 1 + \mathbb{E}\|z_0\|_{X_0^\epsilon}^2 \right) C_T
$$

(7.105)

for some constant $C_T > 0$.

We aim at deriving an effective equation in the sense of probability. A solution $u^\epsilon$ is regarded as a random variable taking values in $L^2(0, T; L^2(D_\epsilon))$. For a solution $u^\epsilon$ of (7.88)–(7.91) defined on $[0, T]$, we focus on the behavior of the distribution of $u^\epsilon$ in $L^2(0, T; L^2(D_\epsilon))$ as $\epsilon \to 0$. For this purpose, we examine the tightness of these
distributions. Here a difficult issue is that the function space changes with \( \epsilon \). Instead of using the extension operator \( P_\epsilon \), we treat \( \{L(u^\epsilon)\}_{\epsilon > 0} \) as a family of distributions in \( L^2(0, T; L^2(D)) \) by extending \( u^\epsilon \) to the entire domain \( D \).

In fact, we have the following tightness result.

**Lemma 7.22 (Tightness of distributions).** Assume that \( z_0 = (u_0, v_0)^T \) is a \((\mathcal{F}_0, B(X^0))\)-measurable random variable that is independent of \( W(t) \) with \( \mathbb{E}\|z_0\|_{X^0}^2 < \infty \). Then, for any \( T > 0 \), \( \{L(u^\epsilon)\}_\epsilon \), the distributions of \( \{u^\epsilon\}_\epsilon \), are tight in \( L^2(0, T; L^2(D)) \cap C(0, T; H^{-1}(D)) \).

**Proof.** Denote the projection \( \pi \) by \( P \). By the result of Corollary 7.21,

\[
\mathbb{E}\|u^\epsilon\|_{L^2(0, T; H^1(D_\epsilon))}^2 \leq C_T. \tag{7.106}
\]

Write \( z^\epsilon(t) \) as

\[
z^\epsilon(t) = z^\epsilon(0) - \int_0^t A^\epsilon z^\epsilon(s)ds + \int_0^t F^\epsilon(x, s)ds + \int_0^t G^\epsilon(x, s)dW(s).
\]

Then, by (7.95) and (7.100), when \((h, 0) \in X^1_\epsilon\), we have the following estimate, for some constant \( C > 0 \) independent of \( \epsilon \):

\[
\left| -P \int_0^t A^\epsilon z^\epsilon(s)ds + P \int_0^t F^\epsilon(x, s)ds, h \right|_{L^2(D_\epsilon)} \leq \int_0^t a(Pz^\epsilon(s), h)ds + \int_0^t \{f(x, s), h\}_{L^2(D_\epsilon)}ds \\
\leq C \left( \int_0^t \|u^\epsilon(s)\|_{H^1(D_\epsilon)}ds + \int_0^t \|f(s)\|_{L^2(D_\epsilon)}ds \right) \|h\|_{H^1_0(D_\epsilon)}.
\]

Thus,

\[
\mathbb{E} \left| -P \int_0^t A^\epsilon z^\epsilon(s)ds + P \int_0^t F^\epsilon(x, s)ds \right|_{W^{1, 2}(0, T; H^{-1}(D_\epsilon))}^2 \leq C_T. \tag{7.107}
\]

Let \( M_\epsilon(s, t) \triangleq \int_s^t G^\epsilon(\tau, x)dW(\tau) \). By Lemma 3.24 and the Hölder inequality, we obtain

\[
\mathbb{E}\|PM_\epsilon(s, t)\|_{L^2(D_\epsilon)}^4 \leq C\mathbb{E}\|PM_\epsilon(s, t)\|_{L^2(D_\epsilon)}^4 \leq c\mathbb{E} \left( \int_s^t \|g_1(\tau)\|_{L^2_0}^2d\tau \right)^2 \\
\leq K(t - s) \int_s^t \mathbb{E}\|g_1(\tau)\|_{L^2_0}^4 d\tau \\
\leq K'(t - s)^2,
\]

for \( t \in [s, T] \) and for constants \( K, K' > 0 \) independent of \( \epsilon, s, \) and \( t \). Therefore,

\[
\mathbb{E}\int_0^T \|PM_\epsilon(0, t)\|_{L^2(D_\epsilon)}^4 dt \leq C_T, \tag{7.108}
\]
Combining the estimates (7.106)–(7.109) with the Chebyshev inequality [113, p. 261], it is clear that, for any \( \delta > 0 \), there is a bounded set

\[ K_{\delta} \subset \mathcal{X}, \]

where \( \mathcal{X} \triangleq L^2(0, T; H^1_\epsilon(D)) \cap (W^{1, 2}(0, T; H^{-1}(D)) \oplus W^{\alpha, 4}(0, T; L^2(D))) \) (see (7.78) and (7.79) for the definition of \( W^{1, 2} \) and \( W^{\alpha, p} \)), such that

\[ \mathbb{P}\{ \tilde{u}_\epsilon \in K_{\delta} \} > 1 - \delta. \]

Moreover, by the compact embedding

\[ L^2(0, T; H^1(D)) \cap W^{1, 2}(0, T; H^{-1}(D)) \subset L^2(0, T; L^2(D)) \cap C(0, T; H^{-1}(D)) \]

and

\[ L^2(0, T; H^1(D)) \cap W^{\alpha, 4}(0, T; L^2(D)) \subset L^2(0, T; L^2(D)) \cap C(0, T; H^{-1}(D)), \]

we conclude that \( K_{\delta} \) is compact in \( L^2(0, T; L^2(D)) \cap C(0, T; H^{-1}(D)) \). Thus, \( \{ \mathcal{L}(\tilde{u}_\epsilon) \} \_\epsilon \) is tight in \( L^2(0, T; L^2(D)) \cap C(0, T; H^{-1}(D)) \). The proof is complete. \( \square \)

**Remark 7.23.** When \( f = f(x, t, u^\epsilon) \) is nonlinear (i.e., it depends on \( u^\epsilon \)) but is globally Lipschitz in \( u^\epsilon \), the results in Lemma 7.20 and Corollary 7.21 still hold [79]. Moreover, by the Lipschitz property, we have \( \| f(x, t, u^\epsilon) \|_{L^2(D)} \leq C_T \). Hence, a similar analysis as in the proof of Lemma 7.22 yields the tightness of the distribution for \( u^\epsilon \) in this globally Lipschitz nonlinear case. This fact is used in the beginning of §7.3 to get the homogenized effective model when the nonlinearity \( f = f(x, t, u^\epsilon) \) is globally Lipschitz. Additionally, in §7.3, we derive homogenized effective models for three types of nonlinearities \( f = f(x, t, u^\epsilon) \) that are not globally Lipschitz in \( u^\epsilon \).

Since we consider dynamical boundary conditions, the technique of transforming surface integrals into volume integrals is useful in our approach [86,290].

For \( h \in H^{-1/2}(\partial S) \) and \( Y \)-periodic, define

\[ \Lambda_h \triangleq \frac{1}{|Y|} \int_{\partial S} h(x) dx \]

and

\[ \lambda_h \triangleq \frac{1}{|Y|} \langle h, 1 \rangle_{H^{-1/2}, H^{1/2}} = \vartheta \Lambda_h. \]

Thus, in particular, \( \Lambda_1 = \frac{|\partial S|}{|Y|} \) and

\[ \lambda \triangleq \lambda_1 = \frac{|\partial S|}{|Y|}, \quad (7.110) \]

where \( |\cdot| \) denotes Lebesgue measure.
For $h \in L^2(\partial S)$ and $Y$-periodic, define $\lambda_h^\varepsilon \in H^{-1}(D)$ as

$$\langle \lambda_h^\varepsilon, \varphi \rangle \triangleq \varepsilon \int_{\partial S^\varepsilon} h \left( \frac{x}{\varepsilon} \right) \varphi(x) dx, \quad \text{for } \varphi \in H^1_0(D).$$

Then we have the following result about the convergence of the integral on the boundary [86, Proposition 4.1].

**Lemma 7.24.** Let $\varphi^\varepsilon$ be a sequence in $H_0^1(D)$ such that $\varphi^\varepsilon \rightharpoonup \varphi$ weakly in $H^1_0(D)$ as $\varepsilon \to 0$. Then,

$$\langle \lambda_h^\varepsilon, \varphi^\varepsilon \rangle \rightharpoonup \lambda_h \int_D \varphi dx, \quad \text{as } \varepsilon \to 0.$$

**Homogenized Macroscopic Dynamics**

We apply the two-scale convergence method to derive an effective macroscopic model for the original model (7.88)–(7.91).

By the proof of **Lemma 7.22**, for any $\delta > 0$ there is a bounded closed set $K_\delta \subset X$, which is compact in $L^2(0, T; L^2(D))$ such that

$$\mathbb{P}\{\tilde{u}^\varepsilon \in K_\delta\} > 1 - \delta.$$

Then the Prohorov theorem and the Skorohod embedding theorem [94, p. 32] assure that for any sequence $\{\varepsilon_j\}$ with $\varepsilon_j \to 0$ as $j \to \infty$, there exist a subsequence $\{\varepsilon_j(k)\}$, random variables $\{\tilde{u}^{\varepsilon_j(k)}\} \subset L^2(0, T; H^{\varepsilon_j(k)})$ and $u^* \in L^2(0, T; H)$ defined on a new probability space $(\Omega^*, \mathcal{F}^*, \mathbb{P}^*)$, such that

$$\mathcal{L}(\tilde{u}^{\varepsilon_j(k)*}) = \mathcal{L}(\tilde{u}^{\varepsilon_j(k)})$$

and

$$\tilde{u}^{\varepsilon_j(k)*} \to u^* \quad \text{in } L^2(0, T; H) \quad \text{as } k \to \infty,$$

for almost all $\omega \in \Omega^*$. Moreover, $\tilde{u}^{\varepsilon_j(k)*}$ solves the system (7.88)–(7.91), with $W$ replaced by Wiener process $W^*_k$, defined on probability space $(\Omega^*, \mathcal{F}^*, \mathbb{P}^*)$, with the same distribution as $W$. In the following, we determine the limiting equation (homogenized effective equation) that $u^*$ satisfies and show that the limit equation is actually independent of $\varepsilon$. After these are all done, we see that $\mathcal{L}(u^\varepsilon)$ weakly converges to $\mathcal{L}(u^*)$ as $\varepsilon \downarrow 0$.

For $u^\varepsilon$ in set $K_\delta$, by **Lemma 7.10** there exist $u(x, t) \in H^1_0(D_T)$ and $u_1(x, y, t) \in L^2(D_T; H^1_{\text{per}}(Y))$ such that

$$\tilde{u}^{\varepsilon_j}(x, t) \xrightarrow{\text{s}} \chi(y)u(x, t)$$

and

$$\nabla_x \tilde{u}^{\varepsilon_j} \xrightarrow{\text{s}} \chi(y)[\nabla_x u(x, t) + \nabla_y u_1(x, y, t)].$$
Then, by Remark 7.7,
\[ \tilde{u}^\epsilon(x, t) \to \frac{1}{|Y|} \int_Y \chi(y)u(x, t)dy = \vartheta u(x, t), \quad \text{weakly in } L^2(D_T). \]

In fact, by the compactness of \( K_\delta \), the above convergence is strong in \( L^2(D_T) \). We first determine the limit equation, which is a two-scale system that \( u \) and \( u_1 \) satisfy. Then the limit equation (homogenized effective equation) that \( u \) satisfies can be easily obtained by the relation between the weak limit and the two-scale limit.

For any \( \delta > 0 \), we consider \( \bar{u}^\epsilon \) in the following new probability space \( (\Omega_\delta, \mathcal{F}_\delta, \mathbb{P}_\delta) \) with
\[
\Omega_\delta \overset{\Delta}{=} \{ \omega \in \Omega : \bar{u}^\epsilon(\omega) \in K_\delta \},
\]
\[
\mathcal{F}_\delta \overset{\Delta}{=} \{ F \cap \Omega_\delta : F \in \mathcal{F} \},
\]
and
\[
\mathbb{P}_\delta(F) \overset{\Delta}{=} \frac{\mathbb{P}(F \cap \Omega_\delta)}{\mathbb{P}(\Omega_\delta)}, \quad \text{for } F \in \mathcal{F}_\delta.
\]

Now we restrict the system to the probability space \( (\Omega_\delta, \mathcal{F}_\delta, \mathbb{P}_\delta) \).

Replace the test function \( \varphi \) in (7.99) by \( \varphi^\epsilon(x, t) \overset{\Delta}{=} \varphi(x, t) + \epsilon \Phi(x, x/\epsilon, t) \) with \( \varphi(x, t) \in C_0^\infty(D_T) \) and \( \Phi(x, y, t) \in C_0^\infty(D_T; C^\infty_{\per}(Y)) \). We consider the terms in (7.99) respectively.

By the choice of \( \varphi^\epsilon \), and noticing that \( \chi_{D_\epsilon} \to \vartheta \), weakly* in \( L^\infty(D) \) by (7.2), we have
\[
\int_0^T \int_{D_\epsilon} f(x, t)\varphi^\epsilon(x, t)dx \, dt = \int_0^T \int_D \chi_{D_\epsilon} f(x, t)\varphi^\epsilon(x, t)dx \, dt \to \vartheta \int_0^T \int_D f(x, t)\varphi(x, t)dx \, dt, \quad \epsilon \to 0.
\]  
(7.111)

By condition (7.92), we also conclude that
\[
\int_0^T \int_{D_\epsilon} g_1(x, t)\varphi^\epsilon(x, t)dx \, dW_1(t) = \int_0^T \int_D \chi_{D_\epsilon} g_1(x, t)\varphi^\epsilon(x, t)dx \, dW_1(t)
\]
\[
\to \vartheta \int_0^T \int_D g_1(x, t)\varphi(x, t)dx \, dW_1(t), \quad \epsilon \to 0 \quad \text{in } L^2(\Omega).
\]  
(7.112)

Integrating by parts, noticing that \( \bar{u}^\epsilon \) converges strongly to \( \vartheta u(x, t) \) in \( L^2(D_T) \), and repeating the discussion (7.29) and (7.30), we obtain
\[
\int_0^T \int_{D_\epsilon} \tilde{u}^\epsilon(x, t)\varphi^\epsilon(x, t)dx \, dt = -\int_0^T \int_{D_\epsilon} u^\epsilon(x, t)\dot{\varphi}^\epsilon(x, t)dx \, dt
\]
\[
= -\int_0^T \int_D \bar{u}^\epsilon(x, t)\dot{\varphi}(x, t)dx \, dt - \epsilon \int_0^T \int_D \bar{u}^\epsilon(x, t)\Phi \left( x, \frac{x}{\epsilon}, t \right) dx \, dt
\]
\[
\to -\int_0^T \int_D \vartheta u(x, t)\dot{\varphi}(x, t)dx \, dt = \int_0^T \int_D \vartheta \dot{u}(x, t)\varphi(x, t)dx \, dt.
\]  
(7.113)
By the choice of $\varphi^\epsilon$ and Lemma 7.8, we have

$$\int_0^T \int_{D_\epsilon} \nabla u^\epsilon(x, t) \cdot \nabla \varphi^\epsilon(x, t) \, dx \, dt$$

$$= \int_0^T \int_{D_\epsilon} \nabla u^\epsilon(x, t) \cdot \left( \nabla_x \varphi(x, t) + \nabla_y \Phi \left( x, \frac{x}{\epsilon}, t \right) \right) \, dx \, dt$$

$$= \int_0^T \int_{D_\epsilon} \nabla \tilde{u}^\epsilon(x, t) \cdot \left( \nabla_x \varphi + \nabla_y \Phi \left( x, \frac{x}{\epsilon}, t \right) \right) \, dx \, dt$$

$$\to \frac{1}{|Y|} \int_0^T \int_D \int_Y \chi(y) \left[ \nabla_x u(x) + \nabla_y u_1(x, y) \right] \cdot \left[ \nabla_x \varphi(x, t) + \nabla_y \Phi(x, y, t) \right] dy \, dx \, dt,$$

$$= \frac{1}{|Y|} \int_0^T \int_D \int_{Y^*} \left[ \nabla_x u(x) + \nabla_y u_1(x, y) \right] \cdot \left[ \nabla_x \varphi(x, t) + \nabla_y \Phi(x, y, t) \right] dy \, dx \, dt. \quad (7.114)$$

Now we consider the integrals on the boundary. For a fixed $T > 0$, first,

$$\epsilon^2 \int_0^T \int_{\partial S_\epsilon} \dot{u}^\epsilon(x, t) \varphi^\epsilon(x, t) \, dx \, dt$$

$$= -\epsilon^2 \int_{\partial S_\epsilon} \int_0^T u^\epsilon(x, t) \dot{\varphi}^\epsilon(x, t) \, dt \, dx$$

$$= -\epsilon \left( \lambda^\epsilon_1, \int_0^T \tilde{u}^\epsilon(x, t) \dot{\varphi}^\epsilon(x, t) \, dt \bigg|_{D_\epsilon} \right) \to 0, \quad \epsilon \to 0, \quad (7.115)$$

and second,

$$\epsilon b \int_0^T \int_{\partial S_\epsilon} u^\epsilon(x, t) \varphi^\epsilon(x, t) \, dx \, dt$$

$$= \left( \lambda^\epsilon_1, b \int_0^T \tilde{u}^\epsilon(x, t) \varphi^\epsilon(x, t) \, dt \bigg|_{D_\epsilon} \right) \to b \vartheta \lambda \int_0^T \int_D u(x, t) \varphi(x, t) \, dx \, dt, \quad \epsilon \to 0. \quad (7.116)$$

Similarly, we have the limit of the stochastic integral on the boundary

$$\epsilon \int_0^T \int_{\partial S_\epsilon} g_2(x, t) \varphi^\epsilon(x, t) \, dx \, dW_2(t)$$

$$\to \lambda \int_0^T \int_D g_2(x, t) \varphi(x, t) \, dx \, dW_2(t), \quad \epsilon \to 0, \quad \text{in } L^2(\Omega). \quad (7.117)$$
Combining the above analyses of (7.111)–(7.117) and by a density argument, we have

\[
\vartheta \int_0^T \int_D \dot{u}(x, t) \varphi(x, t) \, dx \, dt = -\frac{1}{|Y|} \int_0^T \int_D \int_{Y^*} \left[ \nabla_x \varphi(x, t) + \nabla_y \varphi(x, y, t) \right] \, dx \, dt
- b \vartheta \lambda \int_0^T \int_D u(x, t) \varphi(x, t) \, dx \, dt + \vartheta \int_0^T \int_D f(x, t) \varphi(x, t) \, dx \, dt
+ \vartheta \int_0^T \int_D g_1(x, t) \varphi(x, t) \, dx \, dW_1(t) + \lambda \int_0^T \int_D g_2(x, t) \varphi(x, t) \, dx \, dW_2(t)
\] (7.118)

for any \( \varphi \in H^1_0(D_T) \) and \( \Phi \in L^2(D_T; H^1_{\text{per}}(Y)/\mathbb{R}) \). Integrating by parts, we see that (7.118) is the variational form of the following two-scale homogenized system:

\[
\vartheta d\dot{u} = \left[ \text{div}_x A(\nabla_x u) - b \vartheta \lambda u + \vartheta f \right] dt
+ \vartheta g_1 \, dW_1(t) + \lambda g_2 \, dW_2(t), \quad \text{on } D_T
\] (7.119)

\[
[\nabla_x u + \nabla u_1] \cdot \nu = 0, \quad \text{on } \partial Y^* - \partial Y
\] (7.120)

where \( \nu \) is the unit exterior norm vector on \( \partial Y^* - \partial Y \) and

\[
A(\nabla_x u) := \frac{1}{|Y|} \int_{Y^*} [\nabla_x u(x, t) + \nabla_y u_1(x, y, t)] \, dy,
\] (7.121)

with \( u_1 \) satisfying the following integral equation on \( D \times Y^* \):

\[
\int_{Y^*} [\nabla_x u + \nabla_y u_1] \nabla_y \Phi \, dy = 0, \quad u_1 \text{ is } Y - \text{periodic},
\] (7.122)

for any \( \Phi \in H^1_0(D_T; H^1_{\text{per}}(Y)) \). Equation (7.122) has a unique solution for any fixed \( u \), and so \( A(\nabla_x u) \) is well defined. Furthermore, \( A(\nabla_x u) \) satisfies

\[
\langle A(\xi_1) - A(\xi_2), \xi_1 - \xi_2 \rangle_{L^2(D)} \geq \alpha \|\xi_1 - \xi_2\|_{L^2(D)}^2
\] (7.123)

and

\[
\|\langle A(\xi), \xi \rangle_{L^2(D)}\| \leq \beta \|\xi\|_{L^2(D)}^2
\] (7.124)

for some \( \alpha, \beta > 0 \) and any \( \xi, \xi_1, \xi_2 \in H^1_0(D) \). Then, by the classical theory of the SPDEs [94, Theorem 5.4], (7.119) and (7.120) is well posed.

In fact, \( A(\nabla u) \), as we have discussed for system (7.31), can be transformed to the classical homogenized matrix by

\[
u_1(x, y, t) = \sum_{i=1}^n \frac{\partial u(x, t)}{\partial x_i} (w_i(y) - e_i \cdot y),
\] (7.125)
where \( \{ e_i \}_{i=1}^n \) is the canonical basis of \( \mathbb{R}^n \) and \( w_{e_i} \) is the solution of the following cell problem (problem defined on the spatial elementary cell):

\[
\begin{align*}
\Delta_y w_{e_i}(y) &= 0 \quad \text{on } Y^* \\
we_i - e_i \cdot y &= Y \text{ periodic} \\
\frac{\partial w_{e_i}}{\partial y} &= 0 \quad \text{on } \partial S.
\end{align*}
\]

Note that, in this case, the diffusion matrix is identity.

A simple calculation yields

\[
A(\nabla u) = \tilde{A} \nabla u
\]

where \( \tilde{A} = (\tilde{a}_{ij}) \) is the classical homogenized matrix defined as (see (7.27))

\[
\tilde{a}_{ij} \triangleq \frac{1}{|Y|} \int_{Y^*} \nabla_y w_{e_i}(y) \cdot \nabla_y w_{e_j}(y) dy.
\]

The above two-scale homogenized system (7.119) is equivalent to the following homogenized system:

\[
\vartheta \, du = \left[ \text{div}_x (\tilde{A} \nabla_x u) - b \vartheta \lambda u + \vartheta f \right] dt + \vartheta g_1 dW_1(t) + \lambda g_2 dW_2(t).
\]

Let \( U(x, t) := \vartheta u(x, t) \). Then, we have the limiting homogenized equation

\[
dU = \left[ \vartheta^{-1} \text{div}_x (\tilde{A} \nabla_x U) - b \lambda U \right] dt + \vartheta g_1 dW_1(t) + \lambda g_2 dW_2(t).
\]

The limiting process \( u^* \), as we have mentioned at the beginning of this section, satisfies (7.131) with \( W = (W_1, W_2) \) replaced by a Wiener process \( W^* \) with the same distribution as \( W \). By the classical existence result [94, Theorem 5.4], the homogenized model (7.131) is well posed. We can now formulate the following homogenization result.

**Theorem 7.25 (Homogenized macroscopic model).** Assume that (7.92) holds. Let \( u^\epsilon \) be the solution of (7.88)–(7.91). Then, for any fixed \( T > 0 \), the distribution \( L(\tilde{u}^\epsilon) \) converges weakly to \( \mu \) in \( L^2(0, T; H) \) as \( \epsilon \downarrow 0 \), with \( \mu \) being the distribution of \( U \), which is the solution of the following homogenized effective equation:

\[
dU = \left[ \vartheta^{-1} \text{div}_x (\tilde{A} \nabla_x U) - b \lambda U \right] dt + \vartheta g_1 dW_1(t) + \lambda g_2 dW_2(t),
\]

\[
U = 0 \quad \text{on } \partial D, \quad U(0) = \frac{u_0}{\vartheta}
\]

with the effective matrix \( \tilde{A} = (\tilde{a}_{ij}) \) being determined by (7.129). Moreover, \( \vartheta = \frac{|Y^*|}{|Y|} \) and \( \lambda = \frac{|\partial S|}{|Y|} \).
Proof. The proof is similar to that for Theorem 7.13. □

Remark 7.26. It is interesting to note the following fact. In the case that $\lambda \neq 0$, that is, $n \geq 2$, even when the original microscopic model Equation (7.88) is a deterministic PDE (i.e., $g_1 = 0$), the homogenized macroscopic model (7.132) is still a stochastic PDE due to the impact of random dynamical interactions on the boundary of small-scale heterogeneities.

Remark 7.27. For the macroscopic system (7.132), we see that the fast-scale random fluctuations on the boundary are recognized or quantified in the homogenized equation through the extra term $\lambda g_2 dW_2(t)$. The effect of random boundary evolution is thus felt by the homogenized system on the whole domain. This is not true for the case of a one–dimensional domain, since $\lambda = 0$ in that case. Also see Example 7.28.

Example 7.28. Consider the following system on one-dimensional perforated interval $D_\varepsilon$ with $D = (-L, L)$, $Y = [-1, 1)$, and $S = (-0.5, 0.5)$:

$$
\begin{align*}
&d\mu^\varepsilon(x, t) = \partial_{xx} u^\varepsilon(x, t) dt + dW_1(x, t) \\
&\quad \text{on } D_\varepsilon \times (0, T), \\
&e^2 d\mu^\varepsilon(x, t) = -\frac{\partial u^\varepsilon(x, t)}{\partial y} dt + \varepsilon dW_2(x, t) \\
&\quad \text{on } \partial S_\varepsilon \times (0, T), \\
&u^\varepsilon(x, t) = 0 \quad \text{on } \partial D \times (0, T), \\
&u^\varepsilon(0, x) = u_0(x) \quad \text{on } D_\varepsilon.
\end{align*}
$$

Noticing that $\lambda = 0$ in this one-dimensional case, we have the following two-scale homogenized equation:

$$
\frac{1}{2} du(x, t) = \text{div}_x A(\nabla_x u(x, t)) dt + dW_1(x, t), \quad \text{on } (-L, L) \times (0, T)
$$

$$
u' + \partial_y u_1(x, y, t) = 0, \quad \text{on } \{-0.5, 0.5\},
$$

where

$$
A(\nabla_x u) \triangleq \frac{1}{|Y|} \int_{Y^*} [u'(x, t) + \partial_y u_1(x, y, t)] dy,
$$

(7.134)

with $u_1$ satisfying the following equation on $D \times Y^*$:

$$
\partial_{yy} u_1(x, y, t) = 0, \quad u_1 \text{ is } Y \text{-periodic.}
$$

(7.135)

Choose $u_1(x, y, t) = \partial_x u(x, t)(w(y) - y)$ such that

$$
\begin{align*}
&\quad w''(y) = 0 \quad \text{on } Y^*, \\
&\quad w - y \quad \text{is } Y \text{periodic}, \\
&\quad w'(y) = 0 \quad \text{on } \{-0.5, 0.5\}.
\end{align*}
$$

Then we have the homogenized matrix

$$
A(\nabla_x u) = \tilde{A} \partial_x u
$$
with
\[
\tilde{A} = \frac{1}{|Y|} \int_{Y^*} w'(y) w'(y) dy = 1.
\]

Thus, we have the same homogenized equation as that of Example 7.14:
\[
\begin{align*}
\frac{1}{2} du(x, t) &= \partial_{xx} u(x, t) dt + dW_1(x, t), \quad \text{on} \quad (-L, L) \times (0, T), \\
u(x, t) &= 0 \quad \text{on} \quad [-L, L] \times (0, T).
\end{align*}
\]

### 7.3 Homogenized Macroscopic Dynamics for Stochastic Nonlinear Microscopic Systems

In this section, we derive a homogenized macroscopic model for the microscopic system (7.88)–(7.91) with random dynamical boundary conditions when \( f \) is nonlinear, either globally or locally Lipschitz.

As in Remark 7.23, if \( f \) is a globally Lipschitz nonlinear function of \( u^\epsilon \), all the estimates in Lemma 7.20 hold. In fact, note that \( f \) satisfies
\[
|f(x, t, u_1) - f(x, t, u_2)| \leq L_f |u_1 - u_2|,
\]
for any \( t \in \mathbb{R}, x \in D \), and \( u_1, u_2 \in \mathbb{R} \) with some positive constant \( L_f \). Thus, if \( \tilde{u}^\epsilon \to \vartheta u \) strongly in \( L^2(0, T; L^2(D)) \), then \( f(x, t, \tilde{u}^\epsilon(x, t)) \to f(x, t, u(x, t)) \) strongly in \( L^2(0, T; L^2(D)) \), and (7.111) still holds. Hence, we obtain the following effective macroscopic system similar to (7.132) with nonlinearity \( f = f(x, t, U) \):
\[
\begin{align*}
dU &= \left[ \vartheta^{-1} \text{div}_x (\tilde{A} \nabla_x U) - b\lambda U + \vartheta f(x, t, U) \right] dt \\
&\quad + \vartheta g_1 dW_1(t) + \lambda g_2 dW_2(t). \quad (7.136)
\end{align*}
\]

For the rest of this section, we consider three types of nonlinear systems, with \( f \) being a locally Lipschitz nonlinear function in \( u^\epsilon \). The difficulty is in passing the limit as \( \epsilon \to 0 \) in the nonlinear term. These three types of nonlinearity include polynomial nonlinearity, nonlinear term that is sublinear, and nonlinearity that contains a gradient term \( \nabla u^\epsilon \). We look at these nonlinearities case by case and only highlight the difference with the analysis for linear systems in the last section.

**Case 1: Polynomial nonlinearity**

Consider \( f \) in the following form
\[
f(x, t, u) = -a(x, t)|u|^p u \quad (7.137)
\]
with \( 0 < a_0 \leq a(x, t) \leq a_1 \) for \( t \in [0, \infty), x \in D \), and assume that \( p \) satisfies the following condition:
\[
p \leq \frac{2}{n - 2}, \quad \text{if} \ n \geq 3; \quad p \in \mathbb{R}^1, \quad \text{if} \ n = 2. \quad (7.138)
\]
For this case, we need the following weak convergence lemma from [215, Lemma 1.1.3].

**Weak convergence lemma:** Let $Q$ be a bounded region in $\mathbb{R} \times \mathbb{R}^n$. For any given functions $g^\epsilon$ and $g$ in $L^p(Q)(1 < p < \infty)$, if

$$|g^\epsilon|_{L^p(Q)} \leq C, \quad g^\epsilon \rightharpoonup g \quad \text{in} \quad Q \quad \text{almost everywhere}$$

for some constant $C > 0$, then $g^\epsilon \rightharpoonup g$ weakly in $L^p(Q)$.

Noticing that $F^\epsilon(x, t, z^\epsilon) = (f(x, t, u^\epsilon), 0)$ and $(F^\epsilon(x, t, z^\epsilon), z^\epsilon)_x^0 \leq 0$, the results in Lemma 7.20 can be obtained by the same method. Moreover, by assumption (7.138), $|f(x, t, u^\epsilon)|_{L^2(D_T)} \leq C_T$, which, by the analysis of Lemma 7.22, yields the tightness of the distribution of $\tilde{u}^\epsilon$.

Now, we pass the limit as $\epsilon \to 0$ to $f(x, t, \tilde{u}^\epsilon)$. In fact, noticing that $\tilde{u}^\epsilon$ converges strongly to $\vartheta u$ in $L^2(0, T; L^2(D))$, by the above weak convergence lemma with $g^\epsilon = f(x, t, \tilde{u}^\epsilon)$ and $p = 2$, $f(x, t, \tilde{u}^\epsilon)$ converges weakly to $f(x, t, \vartheta u)$ in $L^2(D_T)$. Therefore, by a similar analysis for linear systems, we have the following result.

**Theorem 7.29 (Homogenization for Nonlinear SPDEs I).** Assume that (7.92) holds. Let $u^\epsilon$ be the solution of (7.88)–(7.91) with nonlinear term $f$ being (7.137). Then, for any fixed $T > 0$, the distribution $\mathcal{L}(\tilde{u}^\epsilon)$ converges weakly to $\mu$ in $L^2(0, T; H)$ as $\epsilon \downarrow 0$, with $\mu$ being the distribution of $U$, which is the solution of the following homogenized effective equation:

$$dU = \left[ \vartheta^{-1} \text{div}_x (\tilde{\Lambda} \nabla_x U) - b\lambda U + \vartheta f(x, t, U) \right] dt + \vartheta g_1 \, dW_1(t) + \lambda g_2 \, dW_2(t),$$

$$U = 0 \quad \text{on} \quad \partial D, \quad U(0) = u^\epsilon_0 \quad \text{in} \quad \overline{\Omega}$$

with the effective matrix $\tilde{\Lambda} = (\tilde{a}_{ij})$ being determined by (7.129). Moreover, $\vartheta = \frac{|Y^*|}{|\Omega|}$ and $\lambda = \frac{\|u\|_{L^2(D)}^2}{|\Omega|}$.

**Case 2: Nonlinear term that is sublinear**

Now we consider a measurable function $f : D \times [0, T] \times \mathbb{R}^1 \to \mathbb{R}^1$, which is continuous in $(x, \xi) \in D \times \mathbb{R}^1$ for almost all $t \in [0, T]$ and which satisfies

$$\left[ f(x, t, \xi_1) - f(x, t, \xi_2) \right] [\xi_1 - \xi_2] \geq 0$$

for $t \geq 0, x \in D$ and $\xi_1, \xi_2 \in \mathbb{R}^1$. Moreover, we assume that $f$ is sublinear,

$$|f(x, t, \xi)| \leq g(t)(1 + |\xi|), \quad \xi \in \mathbb{R}^1, \quad t \geq 0,$$

where $g \in L^\infty_{\text{loc}}[0, \infty)$. Notice that under assumptions (7.141) and (7.142), $f$ may not be a Lipschitz function. By assumption (7.142), we also have the tightness of the distributions of $\tilde{u}^\epsilon$ and conclude that $\chi_{D_\epsilon} f(x, t, \tilde{u}^\epsilon)$ two-scale converges to a function denoted by $f_0(x, y, t) \in L^2(D_T \times Y)$. In the following, we need to identify $f_0(x, y, t)$.

Let $\varphi \in C^\infty_0(D_T)$ and $\psi \in C^\infty_0(D_T; C^\infty_{\text{per}}(Y))$, and for $\kappa > 0$ let

$$\xi^\epsilon(x, t) := \varphi(x, t) + \kappa \psi \left( \frac{x}{\epsilon}, t \right).$$
Then, by assumption (7.141) again, we have

\[
0 \leq \int_0^T \int_{D_\epsilon} \left[ f(x, t, u^\epsilon) - f(x, t, \tilde{u}^\epsilon) \right] \left[ u^\epsilon - \tilde{u}^\epsilon \right] dx \, dt \\
= \int_{D_T} \chi(\frac{x}{\epsilon}) \left[ f(x, t, \tilde{u}^\epsilon) - f(x, t, \tilde{u}^\epsilon) \right] \left[ \tilde{u}^\epsilon - \tilde{u}^\epsilon \right] dx \, dt \\
\Delta = I_\epsilon = I_{1,\epsilon} - I_{2,\epsilon} - I_{3,\epsilon} + I_{4,\epsilon},
\]

with

\[I_{1,\epsilon} = \int_{D_T} \chi(\frac{x}{\epsilon}) f(x, t, \tilde{u}^\epsilon) \tilde{u}^\epsilon \, dx \, dt\]
\[\varepsilon \to 0 \quad \frac{1}{|Y|} \int_{D_T} \int_Y f_0(x, y, t) \vartheta u(x, t) dy \, dx \, dt, \quad (7.144)\]

\[I_{2,\epsilon} = \int_{D_T} \chi(\frac{x}{\epsilon}) f(x, t, \tilde{u}^\epsilon) \xi^\epsilon \, dx \, dt\]
\[\varepsilon \to 0 \quad \frac{1}{|Y|} \int_{D_T} \int_Y f_0(x, y, t) \left[ \varphi(x, t) + \kappa \psi(x, y, t) \right] dy \, dx \, dt, \quad (7.145)\]

\[I_{3,\epsilon} = \int_{D_T} \chi(\frac{x}{\epsilon}) f(x, t, \tilde{u}^\epsilon) \tilde{u}^\epsilon \, dx \, dt\]
\[\varepsilon \to 0 \quad \frac{1}{|Y|} \int_{D_T} \int_Y \chi(y) f(x, t, \varphi(x, t) + \kappa \psi(x, y, t)) \times \vartheta u(x, t) dy \, dx \, dt, \quad (7.146)\]

and

\[I_{4,\epsilon} = \int_{D_T} \chi(\frac{x}{\epsilon}) f(x, t, \tilde{u}^\epsilon) \xi^\epsilon \, dx \, dt\]
\[\varepsilon \to 0 \quad \frac{1}{|Y|} \int_{D_T} \int_Y \chi(y) f(x, t, \varphi(x, t) + \kappa \psi(x, y, t)) \times \left[ \varphi(x, t) + \kappa \psi(x, y, t) \right] dy \, dx \, dt. \quad (7.147)\]

In (7.144)–(7.147), we have used the fact of strong two-scale convergence of \(\chi(\frac{x}{\epsilon})\) and \(f(x, t, \tilde{u}^\epsilon)\) and strong convergence of \(u^\epsilon\) to \(\vartheta u\).

Now we have

\[
\lim_{\varepsilon \to 0} I_\epsilon = \int_{D_T} \int_Y \left[ f_0(x, y, t) - \chi(y) f(x, t, \varphi + \lambda \psi) \right] \times \left[ \vartheta u(x, t) - \varphi(x, t) - \kappa \psi \right] dy \, dx \, dt \geq 0
\]
for any \( \varphi \in C_0^\infty(D_T) \) and \( \psi \in C_0^\infty(D_T; C_{\text{per}}(Y)) \). Letting \( \varphi \to \vartheta u \), dividing the above equation by \( \kappa \) on both sides, and letting \( \kappa \to 0 \), we get

\[
\int_{D_T} \int_Y \left[ f_0(x, y, t) - \chi(y) f(x, t, \vartheta u) \right] \psi(y) \, dy \, dx \, dt \leq 0
\]

for any \( \psi \in C_0^\infty(D_T; C_{\text{per}}(Y)) \), which means

\[
f_0(x, y, t) = \chi(y) f(x, t, \vartheta u).
\]

Then, by a similar analysis for linear systems, we have the following homogenized model.

**Theorem 7.30 (Homogenization for Nonlinear SPDEs II).** Assume that (7.92) holds. Let \( u^\varepsilon \) be the solution of (7.88)–(7.91) with nonlinear term \( f \) satisfying (7.141) and (7.142). Then, for any fixed \( T > 0 \), the distribution \( \mathcal{L}(u^\varepsilon) \) converges weakly to \( \mu \) in \( L^2(0, T; H) \) as \( \varepsilon \downarrow 0 \), with \( \mu \) being the distribution of \( U \), which is the solution of the following homogenized effective equation:

\[
dU = \left[ \vartheta^{-1} \text{div}_x (\bar{A} \nabla_x U) - b \lambda U + \vartheta f(x, t, U) \right] dt
+ \vartheta g_1 \, dW_1(t) + \lambda g_2 \, dW_2(t),
\]

\[
U = 0 \quad \text{on} \quad \partial D, \quad U(0) = \frac{u_0}{\vartheta}
\]

for \( \varepsilon \) (7.148) with the effective matrix \( \bar{A} = (\bar{a}_{ij}) \) being determined by (7.129). Moreover, \( \vartheta = \frac{|Y_x|}{|Y|} \) and \( \lambda = \frac{|\bar{A}|}{|Y|} \).

**Case 3: Nonlinearity that contains a gradient term**

We finally consider \( f \) in the following form containing a gradient term:

\[
f(x, t, u, \nabla u) = h(x, t, u) \cdot \nabla u,
\]

(7.150)

here \( h(x, t, u) = (h_1(x, t, u), \ldots, h_n(x, t, u)) \) and each \( h_i : D \times [0, T] \times \mathbb{R}^1 \to \mathbb{R}^1, i = 1, \ldots, n, \) is continuous with respect to \( u \) and \( h(\cdot, t, \cdot) \) \( L^2(0, T; L^2(D)) \) for \( u \in L^2(0, T; L^2(D)) \). Moreover, we make the following two assumptions:

1. \( |\langle h(x, t, u) \cdot \nabla u, v \rangle_{L^2}| \leq C_0 \|\nabla u\|_{L^2} \|v\|_{L^2} \) with some constant \( C_0 > 0 \).
2. \( |h_i(x, t, \xi_1) - h_i(x, t, \xi_2)| \leq k |\xi_1 - \xi_2| \) for \( \xi_1, \xi_2 \in \mathbb{R}^1, i = 1, \ldots, n \) and \( k > 0 \) being a constant.

Now we have

\[
|\langle F^\varepsilon(x, t, z^\varepsilon), z^\varepsilon \rangle_{X^\varepsilon}| = |\langle h(x, t, u^\varepsilon) \cdot \nabla u^\varepsilon, u^\varepsilon \rangle_{L^2}| \leq C_0 \|z^\varepsilon\|_{X^\varepsilon} \|z^\varepsilon\|_{X^\varepsilon}.
\]

(7.151)

By applying Itô’s formula to \( \|z^\varepsilon\|_{X^\varepsilon}^2 \), we obtain

\[
d\|z^\varepsilon(t)\|_{X^\varepsilon}^2 + 2\langle A^\varepsilon z^\varepsilon, z^\varepsilon \rangle_{X^\varepsilon} dt = 2\langle F^\varepsilon(x, t, z^\varepsilon), z^\varepsilon \rangle_{X^\varepsilon} dt
+ 2\langle G^\varepsilon(x, t) dW(t), z^\varepsilon \rangle_{X^\varepsilon} + \|G^\varepsilon(x, t)\|_{L^2}^2 dt.
\]

(7.152)
By (7.151), coercivity (7.96) of $a^\varepsilon (\cdot, \cdot)$ and the Cauchy–Schwartz inequality, integrating (7.152) with respect to $t$ yields

$$
\|z^\varepsilon (t)\|_{X^0_\varepsilon}^2 + \tilde{\alpha} \int_0^t \|z^\varepsilon (s)\|_{X^1_\varepsilon}^2 \, ds
\leq \|z_0\|_{X^0_\varepsilon}^2 + (2\tilde{\beta} + \Lambda_1 (\tilde{\alpha})) \int_0^t \|z^\varepsilon (s)\|_{X^0_\varepsilon}^2 \, ds
+ 2 \int_0^t \langle G^\varepsilon (s) dW (s), z^\varepsilon (s) \rangle_{X^0_\varepsilon} + \int_0^t \|G^\varepsilon (s)\|_{L^2_{\mathbb{Q}}}^2 \, ds
$$

where $\Lambda_1 > 0$ is a constant depending on $\tilde{\alpha}$. Then, by the Gronwall lemma, we also have that (7.101) and (7.102) hold. Moreover, the fact that

$$
\|h(x, t, u) \cdot \nabla u\|_{L^2} \leq C_0 \|z^\varepsilon\|_{X^1_\varepsilon},
$$

together with the Hölder inequality, yield

$$
\mathbb{E} \left| - P \int_0^t A^\varepsilon z^\varepsilon (s) ds + P \int_0^t F^\varepsilon (x, s, z^\varepsilon) ds \right|^2_{W^{1,2} (0, T; H^{-1} (D_\varepsilon))} \leq C_T,
$$

where $P$ is defined in Lemma 7.22. Then, by the same discussion of Lemma 7.22, we have tightness of the distributions of $\tilde{u}^\varepsilon$.

Now we pass the limit as $\varepsilon \to 0$ to the nonlinear term $f (x, t, u^\varepsilon, \nabla u^\varepsilon)$. In fact, we restrict the system to $(\Omega_\delta, \mathcal{F}_\delta, \mathbb{P}_\delta)$. By the above assumption 2 on $h$ and the fact that $\tilde{u}^\varepsilon$ strong converges to $\vartheta u$ in $L^2 (D_T)$, we have

$$
\lim_{\varepsilon \to 0} \int_{D_T} \left[ h(x, t, \tilde{u}^\varepsilon (x, t)) - h(x, t, \vartheta u (x, t)) \right]^2 \, dx \, dt = 0.
$$

For any $\psi \in C^\infty_0 (D_T)$,

$$
\int_{D_T} h(x, t, \tilde{u}^\varepsilon) \cdot \nabla u^\varepsilon \psi \, dx \, dt
= \int_{D_T} \left[ h(x, t, \tilde{u}^\varepsilon) - h(x, t, \vartheta u) \right] \cdot \nabla u^\varepsilon \psi \, dx \, dt
+ \int_{D_T} h(x, t, \vartheta u) \cdot \nabla u^\varepsilon \psi \, dx \, dt
\xrightarrow{\varepsilon \to 0} \frac{1}{|Y|} \int_Y h(x, t, \vartheta u) \cdot \chi (y) \left[ \nabla_x u + \nabla_y u_1 \right] \psi \, dy \, dx \, dt. \tag{7.154}
$$

Combining these with a similar analysis for linear systems, we have the following result.

**Theorem 7.31 (Homogenization for Nonlinear SPDEs III).** Assume that (7.92) holds. Let $u^\varepsilon$ be the solution of (7.88)–(7.91) with nonlinear term (7.150). Then, for any fixed $T > 0$, the distribution $\mathcal{L}(\tilde{u}^\varepsilon)$ converges weakly to $\mu$ in $L^2 (0, T; H)$ as $\varepsilon \downarrow 0$, with
\( \mu \) being the distribution of \( U = \vartheta u \) that satisfies the following homogenized effective equation:

\[
dU = \left[ \vartheta^{-1} \text{div}_x (\bar{A} \nabla_x U) - b \lambda U + f^\ast (x, t, U, \nabla U) \right] dt \\
+ \vartheta g_1 dW_1(t) + \lambda g_2 dW_2(t),
\]

(7.155)

\[
U = 0 \quad \text{on} \quad \partial D, \quad U(0) = \frac{u_0}{\vartheta}
\]

(7.156)

where the effective matrix \( \bar{A} = (\bar{a}_{ij}) \) is determined by (7.129) and \( f^\ast \) is the following spatial average:

\[
f^\ast (x, t, U, \nabla U) \triangleq \frac{1}{|Y|} \int_Y h(x, t, U) \cdot \chi(y) [\vartheta^{-1} \nabla_x U + \nabla_y u_1] dy
\]

with \( u_1 \) being given by (7.125) and \( \chi(y) \) the indicator function of \( Y^* \). Moreover, \( \vartheta = \frac{|Y^*|}{|Y|} \) and \( \lambda = \frac{|\partial S|}{|Y|} \).

**Remark 7.32.** The results in this chapter hold when \( \Delta \) is replaced by a more general strong elliptic operator \( \text{div}(A^\epsilon \nabla u) \), where \( A^\epsilon \) is \( Y \)–periodic and satisfies the strong ellipticity condition.

### 7.4 Looking Forward

In this chapter, we have discussed homogenization in space in order to extract effective dynamics for SPDEs with multiple spatial scales. We have considered both linear and several classes of nonlinear SPDEs with usual or random boundary conditions.

An open problem is the homogenization of general, nonperiodic heterogeneity in space, including, for example, media with randomly distributed holes. Another interesting problem is to investigate a system with highly oscillating coefficients in both time and space with a certain mixing property. This is in fact related to both averaging (time) and homogenization (space). Furthermore, homogenization of random attractors is worthy of further research [126].

### 7.5 Problems

Let \( D = (-10, 10) \) and \( D_\epsilon \) be the periodically perforated domain with elementary cell \( Y = [-1, 1] \) and hole \( S = (-0.5, 0.5) \). Denote also by \( S_\epsilon \) all the holes, that is, \( D_\epsilon = D \setminus S_\epsilon \). Take \( \epsilon \) as a small positive parameter.

#### 7.1. Homogenization under multiplicative noise

Consider the following system of Itô stochastic partial differential equations defined on the one-dimensional perforated open interval \( D_\epsilon \):

\[
du(x, t) = \partial_x u^\epsilon(x, t) dt + u^\epsilon(x, t) dW(t) \quad \text{on} \quad D_\epsilon \times (0, T), \\
\frac{\partial u^\epsilon(x, t)}{\partial v_\epsilon} = 0 \quad \text{on} \quad \partial S_\epsilon \times (0, T),
\]
\[
u^\varepsilon(x, t) = 0 \quad \text{on} \quad \partial D \times (0, T),
\]

\[
u^\varepsilon(0, x) = u_0(x) \quad \text{on} \quad D_\varepsilon,
\]

where \(\varepsilon \in (0, 1)\), and \(W(t)\) is a standard scalar Wiener process. Determine the homogenized equation for \(u^\varepsilon\) as \(\varepsilon \to 0\).

### 7.2. Homogenization under additive noise

Consider the following system of Itô stochastic partial differential equations defined on the one-dimensional perforated open interval \(D_\varepsilon\):

\[
d\nu^\varepsilon(x, t) = \partial_{xx} u^\varepsilon(x, t) \, dt + a(x/\varepsilon) \, dW(t) \quad \text{on} \quad D_\varepsilon \times (0, T),
\]

\[
\frac{\partial u^\varepsilon(x, t)}{\partial v_\varepsilon} = 0 \quad \text{on} \quad \partial S_\varepsilon \times (0, T),
\]

\[
u^\varepsilon(x, t) = 0 \quad \text{on} \quad \partial D \times (0, T),
\]

\[
u^\varepsilon(0, x) = u_0(x) \quad \text{on} \quad D_\varepsilon,
\]

where \(\varepsilon \in (0, 1)\), \(W(t)\) is a standard scalar Wiener process, and \(a : D \to \mathbb{R}\) is bounded continuous and \(Y\)-periodic. Determine the homogenized equation for \(u^\varepsilon\) as \(\varepsilon \to 0\).

### 7.3. Nonlinear homogenization

Consider the following system of Itô stochastic partial differential equations defined on the one-dimensional perforated open interval \(D_\varepsilon\):

\[
d\nu^\varepsilon(x, t) = \left[ \partial_{xx} u^\varepsilon(x, t) + u^\varepsilon(x, t) - (u^\varepsilon(x, t))^3 \right] \, dt + a(x/\varepsilon) \, dW(t)
\]

\[
\quad \text{on} \quad D_\varepsilon \times (0, T),
\]

\[
\frac{\partial u^\varepsilon(x, t)}{\partial v_\varepsilon} = 0 \quad \text{on} \quad \partial S_\varepsilon \times (0, T),
\]

\[
u^\varepsilon(x, t) = 0 \quad \text{on} \quad \partial D \times (0, T),
\]

\[
u^\varepsilon(0, x) = u_0(x) \quad \text{on} \quad D_\varepsilon,
\]

where \(\varepsilon \in (0, 1)\), \(W(t)\) is a standard scalar Wiener process and \(a : D \to \mathbb{R}\) is bounded, continuously differentiable, and \(Y\)-periodic. Determine the homogenized equation for \(u^\varepsilon\) as \(\varepsilon \to 0\).

### 7.4. Homogenization under random dynamical boundary conditions

Consider a system of stochastic partial differential equations defined on the one-dimensional perforated open interval \(D_\varepsilon\),

\[
d\nu^\varepsilon(x, t) = \left[ \partial_{xx} u^\varepsilon(x, t) + u^\varepsilon(x, t) \right] \, dt + dW_1(x, t)
\]

\[
\quad \text{on} \quad D_\varepsilon \times (0, T),
\]

\[
\varepsilon^2 d\nu^\varepsilon(x, t) = \left[ - \frac{\partial u^\varepsilon(x, t)}{\partial v_\varepsilon} - \varepsilon u^\varepsilon(x, t) \right] \, dt + \varepsilon \, dW_2(x, t)
\]

\[
\quad \text{on} \quad \partial S_\varepsilon \times (0, T),
\]

\[
u^\varepsilon(x, t) = 0 \quad \text{on} \quad \partial D \times (0, T),
\]

\[
u^\varepsilon(0, x) = u_0(x) \quad \text{on} \quad D_\varepsilon,
\]
where $\epsilon \in (0, 1)$, and $W_1$ and $W_2$ are independent $L^2(D)$-valued Wiener processes with covariance operators $Q_1, Q_2$, respectively. Is there a homogenized system, and if so, what is it? Under what conditions?

7.5. Nonlinear homogenization under random dynamical boundary conditions

Consider a system of stochastic partial differential equations defined on the one-dimensional perforated open interval $D_\epsilon$:

\[
\begin{align*}
\, & d u^\epsilon(x, t) = \left[ \partial_{xx} u^\epsilon(x, t) + u^\epsilon - (u^\epsilon)^3 \right] dt + dW_1(x, t) \\
\text{on} & \quad D_\epsilon \times (0, T), \\
\, & \epsilon^2 d u^\epsilon(x, t) = \left[ -\frac{\partial u^\epsilon(x, t)}{\partial n_\epsilon} - \epsilon u^\epsilon(x, t) \right] dt + \epsilon dW_2(x, t) \\
\text{on} & \quad \partial S_\epsilon \times (0, T), \\
& u^\epsilon(x, t) = 0 \quad \text{on} \quad \partial D \times (0, T), \\
& u^\epsilon(0, x) = u_0(x) \quad \text{on} \quad D_\epsilon,
\end{align*}
\]

where $\epsilon \in (0, 1)$, and $W_1$ and $W_2$ are independent $L^2(D)$-valued Wiener processes with covariance operators $Q_1, Q_2$, respectively. Is there a homogenized system, and if so, what is it? Under what conditions?
Hints and Solutions

Problems of Chapter 2

2.1

\[ u(x, t) = \sum_{n=1}^{\infty} \frac{4}{(n\pi)^3} [1 - (-1)^n] \cos n\pi t \sin n\pi x. \]

2.2 (a)

\[ u(x, t) = \sum_{n=1}^{\infty} u_n(t) \sin \frac{(2n+1)\pi x}{2l}. \]

Find \( u_n \)'s.

(b)

\[ u(x, t) = \sum_{n=1}^{\infty} u_n(t) \cos \frac{(2n+1)\pi x}{2l}. \]

Find \( u_n \)'s.

2.3

\[ u(x, t) = \sum_{n=1}^{\infty} \frac{4}{(n\pi)^3} [2(-1)^{n+1} - 1] e^{-4n^2\pi^2 t} \sin n\pi x. \]

2.4 (a)

\[ u(x, t) = \sum_{n=0}^{\infty} u_n(t) \cos n\pi x. \]

Find \( u_n \)'s.

(b)

\[ u(x, t) = \sum_{n=1}^{\infty} u_n(t) \sin \frac{(2n+1)\pi x}{2}. \]

Find \( u_n \)'s.
2.5 Taking Fourier transform with respect to $x$ on both sides, we obtain
\[
\frac{d^2}{dt^2} U(k, t) = c^2 (ik)^2 U, \quad U(k, 0) = F(k), \quad \frac{d}{dt} U(k, 0) = G(k).
\]

Thus,
\[
U(k, t) = b_1 e^{-ikt} + b_2 e^{ikt}
\]
for two integration constants $k_1, k_2$, which are to be determined by initial data $F(k)$ and $G(k)$. In fact,
\[
b_1 = \frac{1}{2} \left[ F(k) - \frac{1}{ick} G(k) \right], \quad b_2 = \frac{1}{2} \left[ F(k) + \frac{1}{ick} G(k) \right].
\]

By taking the Fourier inverse transform of $U(k, t)$, we get the solution $u(x, t)$.
This should give us the well-known d’Alembert’s formula
\[
u(x, t) = \frac{1}{2} \left[ f(x + ct) + f(x - ct) \right] + \frac{1}{2c} \int_{x-ct}^{x+ct} g(\xi) d\xi.
\]

Problems of Chapter 3

3.1 Yes. Check the definition of a scalar random variable.
3.2 Yes. Check the definition of a scalar random variable.
3.3 (i) Define open balls in this Hilbert space, with various centers and radii. For example, the unit open ball of $l^2$ is
\[
B \triangleq \left\{ x = (x_1, \ldots, x_n, \ldots) \in l^2 : \sum_{n=1}^{\infty} |x_n|^2 < 1 \right\}.
\]

Then, the Borel $\sigma$-field $\mathcal{B}(l^2)$ is obtained by appropriate set operations (including unions, intersections, complement) on all open balls; it is the smallest $\sigma$-field containing all open balls.

(ii) Let $x = (x_1, \ldots, x_n, \ldots) \in l^2$. Since $x = \sum_{n=1}^{\infty} x_n e_n$ and $Q e_n = \frac{1}{n^2} e_n$, $n = 1, 2, \ldots$, we see that
\[
Qx = Q \left( \sum_{n=1}^{\infty} x_n e_n \right) = \sum_{n=1}^{\infty} x_n Q e_n = \sum_{n=1}^{\infty} \frac{x_n}{n^2} e_n = (\frac{x_1}{1^2}, \ldots, \frac{x_n}{n^2}, \ldots).
\]

Thus,
\[
\text{Tr}(Q) = \sum_{n=1}^{\infty} \langle Q e_n, e_n \rangle = \sum_{n=1}^{\infty} \frac{1}{n^2} = \frac{\pi^2}{6} < \infty.
\]

Hence, $Q$ is a trace-class operator.
(iii) Fourier series expansion for \( W(t) \):

\[
W(t) = \sum_{n=1}^{\infty} \frac{1}{n} W_n(t) e_n = \left( \frac{W_1(t)}{1}, \ldots, \frac{W_n(t)}{n}, \ldots \right),
\]

where \( W_n(t) \)'s are standard scalar independent Brownian motions. Since

\[
W(t) - W(s) = \sum_{n=1}^{\infty} \frac{1}{n} W_n(t) e_n - \sum_{n=1}^{\infty} \frac{1}{n} W_n(s) e_n
\]

\[
= \sum_{n=1}^{\infty} \frac{1}{n} \left( W_n(t) - W_n(s) \right) e_n
\]

\[
= \left( \frac{W_1(t) - W_1(s)}{1}, \ldots, \frac{W_n(t) - W_n(s)}{n}, \ldots \right), \quad t > s,
\]

we see that

\[
\mathbb{E}(W(t) - W(s)) = \mathbb{E} \left( \sum_{n=1}^{\infty} \frac{1}{n} \left( W_n(t) - W_n(s) \right) e_n \right)
\]

\[
= \sum_{n=1}^{\infty} \frac{1}{n} \mathbb{E} \left( W_n(t) - W_n(s) \right) e_n = 0,
\]

and

\[
\mathbb{E} \| W(t) - W(s) \|^2 = \mathbb{E} \left( \sum_{n=1}^{\infty} \frac{|W_n(t) - W_n(s)|^2}{n^2} \right)
\]

\[
= \sum_{n=1}^{\infty} \frac{\mathbb{E} \left( |W_n(t) - W_n(s)|^2 \right)}{n^2}
\]

\[
= \sum_{n=1}^{\infty} \frac{t-s}{n^2} = \frac{(t-s)\pi^2}{6} = (t-s)\text{Tr}(Q).
\]

Hence,

\[
W(t) - W(s) \sim \mathcal{N}(0, (t-s)Q).
\]

(iv) Think of this Hilbert space as an infinite dimensional “Euclidean” space, \( \mathbb{R}^\infty \), with \( e_i \) as \( i \)th axis. Because the sample paths \( \left( \frac{W_1(t)}{1}, \ldots, \frac{W_n(t)}{n} \right) \) are continuous in \( \mathbb{R}^n \), we can imagine that the sample paths of \( W(t) = \left( \frac{W_1(t)}{1}, \ldots, \frac{W_n(t)}{n}, \ldots \right) \) are continuous in \( \mathbb{R}^\infty \).
3.4 (i) Define open balls in this Hilbert space, with various centers and radii. For example, the unit open ball of $L^2(0, 1)$ is

$$
B \triangleq \left\{ u \in L^2(0, 1) : \int_0^1 |u(x)|^2 \, dx < 1 \right\}.
$$

Then the Borel $\sigma$-field $\mathcal{B}(L^2(0, 1))$ is obtained by appropriate set operations (including unions, intersections, complement) on all open balls; it is the smallest $\sigma$-field containing all open balls.

(ii) Let $e_n(x) \triangleq \sqrt{2} \sin(n \pi x)$ and $\lambda_n = n^2 \pi^2$. Thus $-\Delta e_n = \lambda_n e_n$. Since $Q = -\Delta^{-1}$,

$$
Q e_n = Q \lambda_n^{-1} (-\Delta) e_n = \lambda_n^{-1} (-\Delta^{-1})(-\Delta) e_n = \lambda_n^{-1} e_n.
$$

It follows that $\{\lambda_n^{-1}\}_{n=1}^\infty$ and $\{e_n\}_{n=1}^\infty$ are the eigenvalues and eigenvectors of $Q$ and

$$
\text{Tr}(Q) = \sum_{n=1}^\infty \lambda_n^{-1} = \sum_{n=1}^\infty \frac{1}{n^2 \pi^2} = \frac{1}{6}.
$$

(iii) Fourier series expansion for $W(x, t)$.

Since $W(x, t) \sim \mathcal{N}(0, tQ)$,

$$
W(x, t) = \sum_{n=1}^\infty \sqrt{\lambda_n} W_n(t)e_n = \sum_{n=1}^\infty W_n(t) \frac{\sqrt{2}}{n \pi} \sin(n \pi x),
$$

where $W_n(t)$’s are standard scalar independent Brownian motions.

3.5 Yes. Proof by definition.

3.6 Since $F(x_0) = F(x_{01}, x_{02}) = x_{01} + x_{02}^2 + \sin(x_{01})$, we obtain

$$
F_x(x_0) = \left( \frac{\partial F}{\partial x_1}(x_0), \frac{\partial F}{\partial x_2}(x_0) \right) = \left( 1 + \cos(x_{01}), 3x_{02}^2 \right),
$$

and

$$
F_{xx}(x_0) = \begin{pmatrix} \frac{\partial^2 F}{\partial x_1^2}(x_0) & \frac{\partial^2 F}{\partial x_1 \partial x_2}(x_0) \\ \frac{\partial^2 F}{\partial x_2 \partial x_1}(x_0) & \frac{\partial^2 F}{\partial x_2^2}(x_0) \end{pmatrix} = \begin{pmatrix} -\sin(x_{01}) & 0 \\ 0 & 6x_{02} \end{pmatrix},
$$

where $x_0 := (x_{01}, x_{02})^T$.

If $x_0 = (1, 2)^T$, then

$$
F_x(x_0) = \begin{pmatrix} 1 + \cos(x_1), 3x_2^2 \end{pmatrix} = \begin{pmatrix} 1 + \cos(1), 12 \end{pmatrix},
$$

and

$$
F_{xx}(x_0) = \begin{pmatrix} -\sin(x_{01}) & 0 \\ 0 & 6x_{02} \end{pmatrix} = \begin{pmatrix} -\sin(1) & 0 \\ 0 & 12 \end{pmatrix}.
$$
3.7 Let \( G(y, z) = \frac{1}{2}(y^2 + z^2) \). Then,
\[
F(u_0) = \frac{1}{2} \int_0^1 \left( u_0^2 + u'_0 \right) dx = \int_0^1 G(u_0, u'_0) dx.
\]

We also define the Jacobian matrix of \( G \)
\[
DG(y, z) = \begin{pmatrix}
\frac{\partial G}{\partial y}(y, z) & \frac{\partial G}{\partial z}(y, z)
\end{pmatrix} = (y, z),
\]
and the Hessian matrix of \( G \)
\[
D^2G(y, z) = \begin{pmatrix}
\frac{\partial^2 G}{\partial y^2}(y, z) & \frac{\partial^2 G}{\partial y \partial z}(y, z) \\
\frac{\partial^2 G}{\partial z \partial y}(y, z) & \frac{\partial^2 G}{\partial z^2}(y, z)
\end{pmatrix} \approx \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}.
\]

Then,
\[
F_u(u_0)(h) = \int_0^1 DG(u_0(x), u'_0(x))v(x)dx = \int_0^1 (u_0(x)h(x) + u'_0(x)h'(x))dx,
\]
where \( u_0, h \in H^1_0(0, 1) \) and \( v \triangleq (h, h')^T \), and
\[
F_{uuu}(u_0)(h, k) = \int_0^1 w(x)^T D^2G(u_0(x), u'_0(x))v(x)dx = \int_0^1 (h(x)k(x) + h'(x)k'(x))dx,
\]
where \( u_0, h, k \in H^1_0(0, 1) \) and \( v \triangleq (h, h')^T \), \( w \triangleq (k, k')^T \).

If \( u_0(x) = \sin^2(\pi x) \), then
\[
F_u(u_0)(h) = \int_0^1 (u_0(x)h(x) + u'_0(x)h'(x))dx
\]
\[
= \int_0^1 (\sin^2(\pi x)h(x) + 2\pi \sin(\pi x)\cos(\pi x)h'(x))dx
\]
\[
= \int_0^1 (\sin^2(\pi x) - 2\pi^2 \cos(2\pi x))h(x)dx,
\]
and
\[
F_{uuu}(u_0)(h, k) = \int_0^1 (h(x)k(x) + h'(x)k'(x))dx.
\]

3.8 Let \( Q \) be the covariance operator of the Brownian motion \( W(t) \), and also let \( \{q_n\}_{n=1}^\infty \) and \( \{e_n\}_{n=1}^\infty \) be the eigenvalues and eigenvectors, respectively, of \( Q \). Then:
\[
W(t) = \sum_{n=1}^\infty \sqrt{q_n} W_n(t)e_n,
\]
where \( W_n(t) \)'s are standard scalar independent Brownian motions. Let \( X_n(t, \omega) \triangleq \langle f(t, \omega), e_n \rangle \) for each \( n \in \mathbb{N} \). Since \( \mathbb{E} \int_0^T X_n^2(t) \, dt < \infty \),

\[
\mathbb{E} \int_0^T X_n(t) dW_n(t) = 0.
\]

Thus,

\[
\mathbb{E} \int_0^T \langle f(t, \omega), dW(t, \omega) \rangle = \mathbb{E} \int_0^T \left\langle f(t, \omega), \sum_{n=1}^{\infty} \sqrt{q_n} dW_n(t)e_n \right\rangle
\]

\[
= \sum_{n=1}^{\infty} \sqrt{q_n} \mathbb{E} \int_0^T \langle f(t, \omega), e_n \rangle dW_n(t)
\]

\[
= \sum_{n=1}^{\infty} \sqrt{q_n} \mathbb{E} \int_0^T X_n(t) dW_n(t) = 0.
\]

3.9 Note that

\[
\langle e_n, e_m \rangle = \begin{cases} 1, & n \neq m, \\ 0, & n = m. \end{cases}
\]

Thus:

\[
\mathbb{E} \langle W(t) - W(s), W(s) \rangle
\]

\[
= \mathbb{E} \left\langle \sum_{n=1}^{\infty} \sqrt{q_n} W_n(t)e_n - \sum_{n=1}^{\infty} \sqrt{q_n} W_n(s)e_n, \sum_{m=1}^{\infty} \sqrt{q_m} W_m(s)e_m \right\rangle
\]

\[
= \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \sqrt{q_n} \sqrt{q_m} \langle e_n, e_m \rangle \mathbb{E}((W_n(t) - W_n(s)) W_m(s))
\]

\[
= \sum_{n=1}^{\infty} q_n \mathbb{E}((W_n(t) - W_n(s)) W_n(s)) = \sum_{n=1}^{\infty} q_n \cdot 0 = 0.
\]

3.10 Without loss of generality, we assume that \( t \leq s \). Note that

\[
\mathbb{E}(W_n(t)W_m(s)) = \begin{cases} t, & n = m, \\ 0, & n \neq m. \end{cases}
\]

Hence:

\[
\mathbb{E}(\langle W(t), a \rangle \langle W(s), b \rangle)
\]

\[
= \mathbb{E} \left( \left( \sum_{n=1}^{\infty} \sqrt{q_n} W_n(t)e_n, a \right) \left( \sum_{m=1}^{\infty} \sqrt{q_m} W_m(s)e_m, b \right) \right)
\]

\[
= \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \sqrt{q_n} \sqrt{q_m} \langle e_n, a \rangle \langle e_m, b \rangle \mathbb{E}(W_n(t)W_m(t))
\]

\[
= \sum_{n=1}^{\infty} q_n \langle e_n, a \rangle \langle e_n, b \rangle t = t \sum_{n=1}^{\infty} \langle e_n, a \rangle \langle q_n e_n, b \rangle
\]
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(a) Let \( u \in L^2(0, l) \). We also define \( b(u) \triangleq u_{xx} + u - u^3 \) and \( \Phi(u) \triangleq \epsilon \). Thus:

\[
du = b(u)dt + \Phi(u)dW(t), \quad u(0) = u_0.
\]

Since the covariance operator of \( W(t) \) is \( Q \) with eigenvalues \( \left\{ \frac{1}{n^2} \right\}_{n=1}^{\infty} \) and corresponding eigenvectors \( \{e_n\}_{n=1}^{\infty} \) satisfying \( \|e_n\|^2 = \int_0^l e_n^2 dx = 1 \), according to Itô’s formula,

\[
d \|u\|^2 = 2dF(u) = 2F_u(u)(\Phi(u)dW(t)) + (2F_u(u)(b(u)) + Tr(F_{uu}(u)(\Phi(u)Q^{1/2})(\Phi(u)Q^{1/2})^*)dt
\]

\[
= 2F_u(u)(g(u)dW(t)) + (2F_u(u)(b(u)) + \sum_{n=1}^{\infty} \frac{1}{n^2} F_{uu}(g(u)e_n, g(u)e_n))dt
\]

\[
= 2\left( \int_0^l u\epsilon_u \sum_{n=1}^{\infty} \frac{1}{n} dW_n(t)e_n dx \right)
\]

\[
+ \left( \int_0^l 2ab(u)dx + \sum_{n=1}^{\infty} \frac{1}{n^2} \int_0^l g(u)e_n g(u)e_n dx \right) dt
\]

\[
= \sum_{n=1}^{\infty} \frac{2\epsilon}{n} \left( \int_0^l u\epsilon_n dx \right) dW_n(t)
\]

\[
+ \left( 2 \int_0^l (uu_{xx} + u^2 - u^4)dx + \sum_{n=1}^{\infty} \frac{\epsilon^2}{n^2} \int_0^l e_n e_n dx \right) dt
\]

\[
= \sum_{n=1}^{\infty} \frac{2\epsilon \langle u, e_n \rangle}{n} dW_n(t) + \left( 2 \int_0^l (uu_{xx} + u^2 - u^4)dx + \sum_{n=1}^{\infty} \frac{\epsilon^2}{n^2} \right) dt
\]

\[
= \sum_{n=1}^{\infty} \frac{2\epsilon \hat{u}_n}{n} dW_n(t) + \left( 2 \int_0^l (uu_{xx} + u^2 - u^4)dx + \frac{\epsilon^2 \pi^2}{6} \right) dt,
\]

where \( u = \sum_{n=1}^{\infty} \hat{u}_n e_n \) for each \( t \).
(b) According to (a),
\[
\|u\|^2 = \|u_0\|^2 + \frac{\epsilon^2 \pi^2 t}{3} + 2 \int_0^t \int_0^l (uu_{xx} + u^2 - u^4) \, dx \, ds + \sum_{n=1}^{\infty} \frac{2\epsilon}{n} \int_0^t \hat{u}_n \, dW_n(s).
\]

3.12 (a) Let \( F(u_0) \triangleq \frac{1}{2} \int_0^l u_0^2 \, dx = \frac{1}{2} \|u_0\|^2 \). Then:
\[
F_u(u_0)(h) = \int_0^l u_0(x)h(x) \, dx,
\]
\[
F_{uu}(u_0)(h, k) = \int_0^l h(x)k(x) \, dx, \quad u_0, h, k \in L^2(0, l).
\]

We also define \( b(u) \triangleq vu_{xx} + uu_x + \sin(u) \) and \( \Phi(u) \triangleq g(u) \). Thus:
\[
du = b(u) \, dt + \Phi(u) \, dw(t).
\]

Since the covariance operator of \( w(t) \) is \( Q = 1 \), according to Itô’s formula,
\[
d \|u\|^2 = 2dF(u) = 2F_u(u)(\Phi(u) \, dw(t)) + (2F_u(u)(b(u)) + \text{Tr}(F_{uu}(u)(\Phi(u) Q^{1/2})(\Phi(u) Q^{1/2})^*)) \, dt
\]
\[
= 2F_u(u)(g(u) \, dw(t)) + (2F_u(u)(b(u)) + F_{uu}(g(u), g(u))) \, dt
\]
\[
= \left( \int_0^l 2ug(u) \, dx \right) \, dw(t) + \left( \int_0^l 2ub(u) \, dx + \int_0^l g(u)g(u) \, dx \right) \, dt
\]
\[
= \left( \int_0^l (2vu_{xx} + 2u^2 u_x + 2u \sin(u) + g(u)^2) \, dx \right) \, dt
\]
\[
+ \left( \int_0^l 2ug(u) \, dx \right) \, dw(t).
\]

(b) According to (a),
\[
\|u\|^2 = \|u(0)\|^2 + \int_0^t \int_0^l (2vu_{xx} + 2u^2 u_x + 2u \sin(u) + g(u)^2) \, dx \, ds
\]
\[
+ \int_0^t \int_0^l 2ug(u) \, dx \, dw(s).
\]

3.13 Follow the solution for Problem 3.12.

Problems of Chapter 4

4.1 (a) Denote by \( A \) the Laplace operator with zero Dirichlet boundary conditions on \((0, l)\). Then we have a unique mild solution
\[
u(t) = \int_0^t e^{A(t-s)} \, dW(s).
\]
Next we give a more explicit representation of the mild solution. Denote by \( \{\lambda_i, e_i\}_{i=1}^{\infty} \) the eigenvalues and eigenfunctions of \(-A\). Because \( Q \) commutes with \(-A\), we can write the Wiener process in the following series form:

\[
W(x, t) = \sum_{i=1}^{\infty} \sqrt{q_i} w_i(t) e_i(x)
\]

for some \( q_i > 0 \) and for \( \{w_i\} \)'s being mutually independent standard Brownian motions. Expand the solution \( u(t, x) \) by \( e_i \) in the following form:

\[
u(x, t) = \sum_{i=1}^{\infty} u_i(t) e_i(x),\]

with \( u_i \) solving

\[
d u_i = -\lambda_i u_i dt + \sqrt{q_i} d w_i(t), \quad u_i(0) = 0.
\]

Then:

\[
u_i(t) = \sqrt{q_i} \int_0^t e^{-\lambda_i(t-s)} d w_i(s),
\]

and

\[
E\|u(t)\|^2 = \sum_{i=1}^{\infty} E|u_i(t)|^2 = \sum_{i=1}^{\infty} \frac{q_i}{2\lambda_i} (1 - e^{-2\lambda_i t}) < \infty.
\]

By Definition 4.8, \( u(t) \) is a mild solution that is unique.

In order to show that the mild solution is also a weak solution, by Theorem 4.4 we only need to show that it is a strong solution. In fact, we just need to show that

\[
E\|Au(t)\|^2 \leq C_t,
\]

for \( C_t \) a positive continuous function of \( t \). Indeed, this is implied by the assumption \( \text{Tr}(-AQ^{1/2}) < \infty \), i.e.,

\[
\sum_{i=1}^{\infty} \lambda_i^2 q_i < \infty.
\]

(b) By the same notation as above and expanding \( u(t, x) = \sum_{i=1}^{\infty} u_i(t) e_i(x) \) and \( u_0(x) = \sum_{i=1}^{\infty} u_{0,i} e_i(x) \), we have

\[
d u_i(t) = -\lambda_i u_i dt + u_i d w(t), \quad u_i(t_0) = u_{0,i}.
\]

Then:

\[
u_i(t) = \exp \left\{ -\lambda_i (t - t_0) - \frac{1}{2} (t - t_0) + w(t) - w(t_0) \right\} u_{0,i}, \quad t \geq t_0.
\]
A similar discussion as in (a) yields that \( u(t) \) is the unique mild, weak, and strong solution.

(c) Let \( v = u_t \). Expand

\[
\begin{align*}
  u(x, t) &= \sum_{i=1}^{\infty} u_i(t) e_i(x), \\
  v(x, t) &= \sum_{i=1}^{\infty} v_i(t) e_i(x).
\end{align*}
\]

Then:

\[
\begin{align*}
  \dot{u}_i &= v_i, \\
  \dot{v}_i &= -c^2 \lambda_i u_i + \sigma \dot{w}_i.
\end{align*}
\]

Now we can follow the same discussion as in part (a).

4.2 The Kolmogorov operator is

\[
\begin{align*}
  \mathcal{L} \varphi(u) &= \frac{1}{2} \text{Tr}(((Q^{1/2})^* D^2 \varphi(u)) Q^{1/2}) \\
  &\quad + \langle Au + f(u), D \varphi(u) \rangle, \text{ for every } \varphi \in C_0^2(H).
\end{align*}
\]

4.3 Yes, well posed.

4.4 Yes, well posed.

4.5 (a) Since \( w(t) \) is a scalar Brownian motion,

\[
\begin{align*}
  du &= (v u_{xx} + uu_x) dt + g(u) \circ d\dot{w}(t) \\
  &= (v u_{xx} + uu_x) dt + \frac{1}{2} g'(u) g(u) dt + g(u) d\dot{w}(t) \\
  &= \left(v u_{xx} + uu_x + \frac{1}{2} g'(u) g(u)\right) dt + g(u) d\dot{w}(t)
\end{align*}
\]

(b) Since \( w(t) \) is a scalar Brownian motion,

\[
\begin{align*}
  du &= (v u_{xx} + uu_x) dt + g(u) d\dot{w}(t) \\
  &= (v u_{xx} + uu_x) dt - \frac{1}{2} g'(u) g(u) dt + g(u) \circ d\dot{w}(t) \\
  &= \left(v u_{xx} + uu_x - \frac{1}{2} g'(u) g(u)\right) + g(u) \circ d\dot{w}(t)
\end{align*}
\]

(c) If \( g \) is a constant or does not depend on \( u \), then \( g'(u) = 0 \). Therefore, the two types of SPDEs are identical.

4.6 (a) Consider the orthonormal basis of \( L^2(0, l) \) formed by eigenfunctions for \( A = \partial_{xx} \) under zero Neumann boundary conditions:

\[
  e_n(x) \triangleq \sqrt{\frac{2}{l}} \cos \left(\frac{n \pi x}{l}\right), \quad n = 0, 1, \ldots
\]

with the corresponding eigenvalues

\[
  \lambda_n \triangleq -\left(\frac{n \pi}{l}\right)^2, \quad n = 0, 1, \ldots
\]
We define

\[ u(x, t, \omega) = \sum_{n=0}^{\infty} u_n(t, \omega) e_n(x), \]

\[ W(x, t) = \sum_{n=0}^{\infty} \sqrt{q_n} W_n(t) e_n(x), \quad \text{Tr}(Q) = \sum_{n=0}^{\infty} q_n. \]

Therefore,

\[ \sum_{n=0}^{\infty} \dot{u}_n(t) e_n(x) = \sum_{n=0}^{\infty} \nu \lambda_n u_n(t) e_n(x) + \sum_{n=0}^{\infty} \sigma \sqrt{q_n} \dot{W}_n(t) e_n(x), \]

or, equivalently,

\[ \dot{u}_n(t) = \nu \lambda_n u_n(t) + \sigma \sqrt{q_n} \dot{W}_n(t), \quad n = 0, 1, \ldots \]

We solve this stochastic ordinary differential equation to obtain

\[ u_n(t) = u_n(0) \exp(\nu \lambda_n t) + \sigma \sqrt{q_n} \int_0^t \exp(\nu \lambda_n (t - s)) dW_n(s). \]

Here \( u_n(0) \) is determined from the initial condition

\[ u(x, 0) = u_0(x). \]

Due to

\[ u_0(x) = \sum_{n=0}^{\infty} u_n(0) e_n(x), \]

we have

\[ u_n(0) = \int_0^l u_0(x) e_n(x) dx. \]

So, now we have the solution \( u \) in a Fourier series: \( u = \sum_{n=0}^{\infty} u_n(t, \omega) e_n(x) \).

(b) We calculate

\[ \mathbb{E}(u) = \mathbb{E}\left( \sum_{n=0}^{\infty} u_n(t) e_n(x) \right) \]

\[ = \sum_{n=0}^{\infty} \mathbb{E}\left( u_n(t) \right) e_n(x) = \sum_{n=0}^{\infty} u_n(0) \exp(\nu \lambda_n t) e_n(x). \]
Since $W_m(t)$ and $W_n(t)$ are independent when $m \neq n$, and also $\nu > 0$, we have

\[
\text{Var}(u) = \mathbb{E} \left( u - \mathbb{E}(u), u - \mathbb{E}(u) \right) = \mathbb{E} \left( \sum_{n=0}^{\infty} u_n(t) e_n - \sum_{n=0}^{\infty} \mathbb{E}(u_n(t)) e_n, \right. \\
\left. \quad \times \sum_{m=0}^{\infty} u_m(t) e_m - \sum_{m=0}^{\infty} \mathbb{E}(u_m(t)) e_m \right) \\
= \mathbb{E} \left( \sum_{n=0}^{\infty} (u_n(t) - \mathbb{E}(u_n(t)))^2 \right) = \sum_{n=0}^{\infty} \mathbb{E}(u_n(t) - \mathbb{E}(u_n(t)))^2 \\
= \sum_{n=0}^{\infty} \text{Var}(u_n(t)) = \sum_{n=0}^{\infty} \int_0^t \sigma^2 q_n \exp(2\nu \lambda_n (t-s)) ds \\
= \sigma^2 q_0 t + \sum_{n=1}^{\infty} \frac{\sigma^2 q_n}{2\nu \lambda_n} \left( \exp(2\nu \lambda_n t) - 1 \right).
\]

Moreover, for $0 < t < s$,

\[
\text{Cov}(u(x, t), u(x, s)) = \mathbb{E} \left( u(\cdot, t) - \mathbb{E}(u(\cdot, t)), u(\cdot, s) - \mathbb{E}(u(\cdot, s)) \right) = \mathbb{E} \left( \sum_{n=0}^{\infty} u_n(t) e_n - \sum_{n=1}^{\infty} \mathbb{E}(u_n(t)) e_n, \right. \\
\left. \quad \times \sum_{m=0}^{\infty} u_n(s) e_m - \sum_{m=1}^{\infty} \mathbb{E}(u_m(s)) e_m \right) \\
= \mathbb{E} \left( \sum_{n=0}^{\infty} (u_n(t) - \mathbb{E}(u_n(t)))(u_n(s) - \mathbb{E}(u_n(s))) \right) \\
= \sum_{n=0}^{\infty} \mathbb{E}(u_n(t) - \mathbb{E}(u_n(t)))(u_n(s) - \mathbb{E}(u_n(s))) \\
= \sum_{n=0}^{\infty} \text{Cov}(u_n(t), u_n(s)) \\
= \sum_{n=0}^{\infty} (\mathbb{E}(u_n(t)u_n(s)) - \mathbb{E}(u_n(t))\mathbb{E}(u_n(s))) \\
= \sum_{n=0}^{\infty} \text{Var}(u_n(t)) \\
= \sigma^2 q_0 t + \sum_{n=1}^{\infty} \frac{\sigma^2 q_n}{2\nu \lambda_n} \left( \exp(2\nu \lambda_n t) - 1 \right).
\]
In the case of the zero Dirichlet boundary conditions
\[ u(0, t) = u(l, t) = 0, \quad t \geq 0, \]
we choose the orthonormal basis of \( L^2(0, l) \) to be
\[ e_n(x) \triangleq \sqrt{\frac{2}{l}} \sin \left( \frac{n\pi x}{l} \right), \quad n = 1, 2, \ldots \]
Then:
\[ u(x, t, \omega) = \sum_{n=1}^{\infty} u_n(t, \omega)e_n(x), \]
where \( u_n(t) \) is the same as in (a) for each \( n \in \mathbb{N} \).

**4.7** Define \( v(t) = \dot{u}(t) \). We rewrite the second-order SDE as an equivalent system of first-order SDEs:

\[
\begin{align*}
\dot{u}(t) & = v(t), \\
\dot{v}(t) & = c^2\lambda u + \epsilon \sqrt{q}\dot{w}(t).
\end{align*}
\]

(7.157)  

In the matrix form, this becomes
\[
\begin{pmatrix}
\dot{u}(t) \\
\dot{v}(t)
\end{pmatrix}
= \begin{pmatrix}
0 & 1 \\
c^2\lambda & 0
\end{pmatrix}
\begin{pmatrix}
u(t) \\
v(t)
\end{pmatrix}
+ \begin{pmatrix}0 \\
\epsilon / \sqrt{q}\dot{w}(t)\end{pmatrix}.
\]

(7.158)  

Let
\[
A = \begin{pmatrix}0 & 1 \\
c^2\lambda & 0\end{pmatrix}.
\]

We solve (7.158) to obtain
\[
\begin{pmatrix}u(t) \\
v(t)\end{pmatrix} = e^{At} \begin{pmatrix}u(0) \\
v(0)\end{pmatrix} + \int_0^t e^{A(t-s)} \begin{pmatrix}0 \\
\epsilon / \sqrt{q}\end{pmatrix} dw(s).
\]

(7.159)  

Noticing that
\[
A^2 = \begin{pmatrix}0 & 1 \\
c^2\lambda & 0\end{pmatrix} \begin{pmatrix}0 & 1 \\
c^2\lambda & 0\end{pmatrix} = \begin{pmatrix}c^2\lambda & 0 \\
0 & c^2\lambda\end{pmatrix} = c^2\lambda I,
\]
\[
A^3 = c^2\lambda A, \quad A^4 = c^4\lambda^2 I, \quad A^5 = c^4\lambda^2 A, \quad \ldots,
\]
we have
\[
e^{At} = I + At + \frac{c^2\lambda I}{2!}t^2 + \frac{c^2\lambda A}{3!}t^3 + \frac{c^4\lambda^2 I}{4!}t^4 + \frac{c^4\lambda^2 A}{5!}t^5 + \ldots
\]
\[
= \left(1 - \frac{(c\sqrt{-\lambda})^2}{2!}t^2 + \frac{(c\sqrt{-\lambda})^4}{4!}t^4 + \ldots \right) + \frac{c^2\lambda t}{3} + \frac{c^4\lambda^2 t^3}{5} + \ldots
\]
\[
= \left(1 - \frac{(c\sqrt{-\lambda})^2}{2!}t^2 + \frac{(c\sqrt{-\lambda})^4}{4!}t^4 + \ldots \right) + \frac{c^2\lambda t}{3} + \frac{c^4\lambda^2 t^3}{5} + \ldots
\]
\[
= \cos c\sqrt{-\lambda} + \frac{1}{c\sqrt{-\lambda}} \sin c\sqrt{-\lambda}
\]
\[
= -c\sqrt{-\lambda} \sin c\sqrt{-\lambda} \cos c\sqrt{-\lambda}. 
\]
Substituting this $e^{At}$ into (7.159), we obtain that

$$u(t) = \left[ u_0 - \epsilon \frac{1}{c\sqrt{-\lambda}} \sqrt{q} \int_0^t \sin c\sqrt{-\lambda} s \, dw(s) \right] \cos c\sqrt{-\lambda} t$$

$$+ \left[ \frac{1}{c\sqrt{-\lambda}} u_1 + \epsilon \frac{1}{c\sqrt{-\lambda}} \sqrt{q} \int_0^t \cos c\sqrt{-\lambda} s \, dw(s) \right] \sin c\sqrt{-\lambda} t.$$  

4.8 (a) Consider the orthonormal basis of $L^2(0, l)$ formed by the eigenfunctions of $A = \partial_{xx}$

$$e_n(x) \triangleq \sqrt{\frac{2}{l}} \cos \left( \frac{n\pi x}{l} \right), \quad n = 0, 1, \ldots ,$$

with corresponding eigenvalues

$$\lambda_n \triangleq \left( \frac{n\pi}{l} \right)^2, \quad n = 0, 1, \ldots$$

We expand

$$u(x, t, \omega) = \sum_{n=0}^{\infty} u_n(t, \omega) e_n(x),$$

$$W(t) = \sum_{n=0}^{\infty} \sqrt{q_n} W_n(t) e_n(x), \quad \text{Tr}(Q) = \sum_{n=0}^{\infty} q_n.$$  

Thus,

$$\sum_{n=0}^{\infty} \ddot{u}_n(t) e_n(x) = \sum_{n=0}^{\infty} c^2 \lambda_n u_n(t) e_n(x) + \sum_{n=1}^{\infty} \sigma \sqrt{q_n} \dot{W}_n(t) e_n(x),$$

and hence,

$$\ddot{u}_n(t) = c^2 \lambda_n u_n(t) + \sigma \sqrt{q_n} \dot{W}_n(t), \quad n = 0, 1, \ldots$$

This equation is rewritten as

$$\begin{cases} 
\ddot{u}_n(t) = v_n(t), \\
\ddot{v}_n(t) = c^2 \lambda_n u_n(t) + \sigma \sqrt{q_n} \dot{W}_n(t),
\end{cases}$$

or

$$\begin{pmatrix} 
\ddot{u}_n(t) \\
\ddot{v}_n(t)
\end{pmatrix} = A \begin{pmatrix} 
u_n(t) \end{pmatrix} + h \dot{W}_n(t), \quad A = \begin{pmatrix} 0 & 1 \\
c^2 \lambda_n & 0 
\end{pmatrix}, \quad h = \left( \sigma \sqrt{q_n} \right).$$

We solve this equation to obtain

$$\begin{pmatrix} 
u_n(t) \\
\nu_n(t)
\end{pmatrix} = \exp(tA) \begin{pmatrix} 
u_n(0) \end{pmatrix} + \int_0^t \exp((t-s)A) h dW_n(s).$$
Note that
\[
\exp(t A) = \sum_{m=0}^{\infty} \frac{t^m A^m}{m!}
= \left( \sum_{m=0}^{\infty} \frac{t^{2m}}{(2m)!} \left( \frac{c^2 \lambda_n}{2} \right)^m + \sum_{m=0}^{\infty} \frac{t^{2m+1}}{(2m+1)!} \left( \frac{c^2 \lambda_n}{2} \right)^m \right)
= \left( \cosh \left( \frac{icn \pi}{l} t \right) \sinh \left( \frac{icn \pi}{l} t \right) \right),
\]
\[
u_n(t) = u_n(0) \cosh \left( \frac{icn \pi}{l} t \right) + v_n(0) \sinh \left( \frac{icn \pi}{l} t \right) + \sigma \sqrt{q_n} \int_0^t \sinh \left( \frac{icn \pi}{l} (t - s) \right) dW_n(s).
\]

Using the initial conditions
\[
u_0(x) = \sum_{n=0}^{\infty} u_n(0) e_n(x), \quad v_0(x) = \sum_{n=0}^{\infty} v_n(0) e_n(x),
\]
we obtain
\[
u_0(0) = \int_0^l \nu_0(x) e_n(x) dx, \quad v_0(0) = \int_0^l v_0(x) e_n(x) dx.
\]

So, we have the solution \(u\).

(b)
\[
\mathbb{E}(u) = \mathbb{E} \left( \sum_{n=0}^{\infty} u_n(t) e_n(x) \right) = \sum_{n=0}^{\infty} \mathbb{E}(u_n(t)) e_n(x)
= \sum_{n=0}^{\infty} u_n(0) \cosh \left( \frac{icn \pi}{l} t \right) + v_n(0) \sinh \left( \frac{icn \pi}{l} t \right) e_n(x).
\]

Since \(W_m(t)\) and \(W_n(t)\) are independent when \(m \neq n\),
\[
\text{Var}(u) = \mathbb{E}[u - \mathbb{E}(u), u - \mathbb{E}(u)]
= \mathbb{E} \left( \sum_{n=0}^{\infty} u_n(t) e_n - \sum_{n=1}^{\infty} \mathbb{E}(u_n(t)) e_n, \sum_{m=0}^{\infty} u_m(t) e_m - \sum_{m=0}^{\infty} \mathbb{E}(u_m(t)) e_m \right)
= \mathbb{E} \left( \sum_{n=0}^{\infty} (u_n(t) - \mathbb{E}(u_n(t)))^2 \right) = \sum_{n=0}^{\infty} \mathbb{E} \left( u_n(t) - \mathbb{E}(u_n(t)) \right)^2
\]
\[
\sum_{n=0}^{\infty} \operatorname{Var}(u_n(t)) = \sum_{n=0}^{\infty} \int_0^t \sigma^2 q_n \left( \sinh \left( \frac{icn\pi}{l} (t-s) \right) \right)^2 ds \\
= \sum_{n=0}^{\infty} \sigma^2 q_n \int_0^t \cosh \left( \frac{2icn\pi}{l} (t-s) \right) - 1 ds \\
= \sum_{n=1}^{\infty} \frac{1}{2} \sigma^2 q_n \left( \frac{l}{i2cn\pi} \sinh \left( \frac{2icn\pi}{l} t \right) - t \right).
\]

For \(0 < t < s\),
\[
\operatorname{Cov}(u(x, t), u(x, s)) \\
= \mathbb{E} (u(\cdot, t) - \mathbb{E}(u(\cdot, t)), u(\cdot, s) - \mathbb{E}(u(\cdot, s))) \\
= \mathbb{E} \left( \sum_{n=0}^{\infty} u_n(t)e_n - \sum_{n=0}^{\infty} \mathbb{E}(u_n(t)) e_n, \sum_{m=0}^{\infty} u_n(s)e_m - \sum_{m=0}^{\infty} \mathbb{E}(u_m(s)) e_m \right) \\
= \mathbb{E} \left( \sum_{n=0}^{\infty} (u_n(t) - \mathbb{E}(u_n(t)))(u_n(s) - \mathbb{E}(u_n(s))) \right) \\
= \sum_{n=0}^{\infty} \mathbb{E} (u_n(t) - \mathbb{E}(u_n(t)))(u_n(s) - \mathbb{E}(u_n(s))) \\
= \sum_{n=0}^{\infty} \operatorname{Cov}(u_n(t), u_n(s)) \\
= \sum_{n=0}^{\infty} \sum_{n=0}^{\infty} \left( \mathbb{E}(u_n(t)u_n(s)) - \mathbb{E}(u_n(t))\mathbb{E}(u_n(s)) \right) \\
= \sum_{n=0}^{\infty} \operatorname{Var}(u_n(t)) = \sum_{n=1}^{\infty} \frac{1}{2} \sigma^2 q_n \left( \frac{l}{i2cn\pi} \sinh \left( \frac{2icn\pi}{l} t \right) - t \right).
\]

In the case of zero Dirichlet boundary conditions \(u(0, t) = u(l, t) = 0, \quad t \geq 0\),

we take an orthonormal basis of \(L^2(0, l)\) to be
\[
e_n(x) := \sqrt{\frac{2}{l}} \sin \left( \frac{n\pi x}{l} \right), \quad n = 1, 2, \ldots
\]

Then:
\[
u(x, t, \omega) = \sum_{n=1}^{\infty} u_n(t, \omega)e_n(x),
\]

where \(u_n(t)\) is the same as in (a) for each \(n \in \mathbb{N}\).

4.9 We define
\[
F(u_0) \triangleq \frac{1}{2} \|u_0\|^2 = \frac{1}{2} \int_0^l |u_0|^2 \, dx, \quad u_0 \in L^2(0, l).
\]
Then the first Fréchet derivative of $F$ is

$$F_u(u_0)(h) = \int_0^l u_0 h \, dx, \quad u_0, \ h \in L^2(0, l),$$

and the second Fréchet derivative of $F$ is

$$F_{uu}(u_0)(h, k) = \int_0^l h k \, dx, \quad u_0, \ h, \ k \in L^2(0, l).$$

(a) Let

$$b(u) \triangleq u_{xx} - \sin(u), \quad \Phi(u) := \sigma u.$$

Since $du = b(u)dt + \Phi(u)dW(t)$, where $W(t)$ is a scalar Brownian motion and $u(0, t) = u(l, t) = 0$ for $t \geq 0$, by Itô’s formula

$$d\mathbb{E}(F(u))$$

$$= \frac{1}{2} d\|u\|^2 = 0 + \left(\mathbb{E}\left(\int_0^l (u_{xx} - \sin(u)) \, dx\right)\right)$$

$$+ \frac{1}{2} \mathbb{E}\left(\int_0^l |\sigma u|^2 \, dx\right) dt$$

$$= \mathbb{E}\left(\int_0^l u \, du_x \right) dt - \mathbb{E}\left(\int_0^l u \sin(u) \, dx\right) dt + \frac{\sigma^2}{2} \mathbb{E}\left(\int_0^l |u|^2 \, dx\right) dt$$

$$= -\mathbb{E}\|u_x\|^2 dt - \mathbb{E}\left(\int_0^l u \sin(u) \, dx\right) dt + \frac{\sigma^2}{2} \mathbb{E}\|u\|^2 dt.$$

Since $C(l) \|u\|^2 \leq \|u_x\|^2$, where $C(l) > 0$ for $t \geq 0$, according to Poincaré’s inequality, and $u(x, 0) = u_0(x)$ for $x \in [0, l]$, we obtain

$$\mathbb{E}\|u\|^2$$

$$= \mathbb{E}\|u_0\|^2 - 2 \int_0^l \mathbb{E}\|u_x\|^2 \, ds - 2 \int_0^l \mathbb{E}\left(\int_0^l u \sin(u) \, dx\right) ds$$

$$+ \sigma^2 \int_0^l \mathbb{E}\|u\|^2 \, ds$$

$$\leq \mathbb{E}\|u_0\|^2 - 2C(l) \int_0^l \mathbb{E}\|u\|^2 \, ds + 2 \int_0^l \mathbb{E}\|u\| \, ds + \sigma^2 \int_0^l \mathbb{E}\|u\|^2 \, ds$$

$$\leq \mathbb{E}\|u_0\|^2 - 2C(l) \int_0^l \mathbb{E}\|u\|^2 \, ds + 2 \int_0^l \mathbb{E}\|u\|^2 \, ds + \sigma^2 \int_0^l \mathbb{E}\|u\|^2 \, ds.$$

Let

$$\alpha \triangleq \mathbb{E}\|u_0\|^2, \quad \beta(l) \triangleq 2 + \sigma^2 - 2C(l).$$

By the Gronwall inequality,

$$\mathbb{E}\|u\|^2 \leq \alpha \exp(\beta t), \quad t \geq 0.$$
(b) According to (a), we see that the upper bound of the mean energy $\mathbb{E} \|u\|^2$ increases with the intensity $\sigma$ of multiplicative noise. However, this does not mean that $u(t)$ increases with $\sigma$. In fact, if we apply Itô’s formula to $F(u) = \log \|u\|^2$, and by the same discussion as that for the stochastic Burgers’ equation with multiplicative noise in §4.7.1, we have the Lyapunov exponent estimate

$$\lambda \leq -2C(l) + 2 - 3\sigma^2, \text{ a.s.}$$

This shows that for larger $\sigma$ the solution is almost surely decaying exponentially, although the upper bound of mean energy is increasing.

4.10 See Theorem 4.19 and Example 4.20.

4.11 See Theorem 4.19 and Example 4.20.

Problems of Chapter 5

5.1 Let $A = \partial_{xx}$ with zero Dirichlet boundary conditions and denote by $\{\lambda_i, e_i\}_{i=1}^\infty$ the eigenvalues and eigenfunctions for $-A$. Then we can write $\eta(x, t) = \sum_{i=1}^\infty \eta_i(t) e_i(x)$ and $W(x, t) = \sum_{i=1}^\infty w_i(t) e_i(x)$. By analyzing the equation for $\eta_i$, $i = 1, 2, \ldots$, we have a unique stationary solution $\bar{\eta}$, which is a Gaussian process with normal distribution

$$\mathcal{N}\left(-A^{-1}a(x), -\frac{\sigma^2}{2} A^{-1} Q\right)$$

in Hilbert space $L^2(0, l)$. Moreover,

$$\mathbb{E}(\bar{\eta}(t) \otimes \bar{\eta}(s)) = -\frac{\sigma^2}{2} e^{A|t-s|} A^{-1} Q - A^{-1} (1 - e^{A|t-s|}) a \otimes a.$$

5.2 By the discussion for random equation (5.20), we have the tightness of $u^\epsilon$ in $C(0, T; H)$ for every $T > 0$. Then, by Theorem 5.11, the averaged equation in the sense of distribution is

$$du = u_{xx} dt + a(x) dB(t), \quad u(0) = u_0,$$

where $B(t)$ is a standard scalar Brownian motion.

5.3 Let $A = \partial_{xx}$ with zero Dirichlet boundary conditions. The averaged equation is

$$\dot{\bar{u}} = \bar{u}_{xx} - A^{-1} a \bar{u}.$$ 

Let $z^\epsilon \triangleq (u^\epsilon - \bar{u})/\sqrt{\epsilon}$. Then, $z$ is the unique limit of $z^\epsilon$ in the sense of convergence in distribution, and it solves the following SPDE:

$$dz = (z_{xx} + az) dt + \bar{u} \sqrt{-A^{-1} Q} d\tilde{W},$$

where $\tilde{W}$ is $L^2(0, l)$-valued Q-Wiener process with covariance operator $Q = 1 dH$. The averaged equation together with deviation up to the order of $O(\epsilon)$ is

$$d\bar{u}^\epsilon = [\bar{u}_{xx}^\epsilon - A^{-1}a \bar{u}^\epsilon] dt + \sqrt{\epsilon} \bar{u} \sqrt{-A^{-1} Q} d\tilde{W}.$$
5.4 The averaged equation is the same as that in Problem 5.3. The random PDE can be seen as the random slow manifold reduced model of the slow-fast SPDE in Problem 5.3.

5.5 The first result follows directly from Theorem 5.20. For the second result, introduce \( v(x, t) \triangleq \dot{u}(x, t) \). Thus,

\[
\begin{align*}
du &= v \, dt, \\
dv &= \frac{1}{\epsilon} \left[-v + u_{xx} \right] \, dt + \frac{1}{\sqrt{\epsilon}} \, dW(t).
\end{align*}
\]

Using the same notation as in Problem 5.1, write

\[
\begin{align*}
u(x, t) &= \sum_{i=1}^{\infty} u_i(t) e_i(x), \\
v(x, t) &= \sum_{i=1}^{\infty} v_i(t) e_i(x).
\end{align*}
\]

Then, for each \( i \),

\[
\begin{align*}
du_i &= v_i \, dt, \\
dv_i &= \frac{1}{\epsilon} \left[-v_i - \lambda_i u_i \right] \, dt + \frac{1}{\sqrt{\epsilon}} \, dw_i(t).
\end{align*}
\]

One can follow the same discussion as for the first result.

5.6

\[
B(u) = 18u^4 + 54u^2 + 17/2.
\]

The averaged equation together with deviation is

\[
\begin{align*}
du &= \left[-4u - u^3 \right] \, dt + \sqrt{\epsilon} \sqrt{18u^4 + 54u^2 + 17/2} \, d\tilde{w}(t)
\end{align*}
\]

with \( \tilde{w} \) being another standard Brownian motion.

Problems of Chapter 6

6.1 Denote by \( A \) the Laplace operator on \((0, l)\) with zero Dirichlet boundary conditions. Let \( e_i \) be the eigenfunction corresponding to \( \lambda_i \), \( i = 1, 2, \ldots \) Denote by \( P_N \), the projection from \( H \) to \( \text{span}\{e_1, e_2, \ldots, e_N\} \), and \( Q_N = I - P_N \). Then denote by \( W_1(t, \omega) \triangleq P_N W(t, \omega) \) and \( W_2(t, \omega) \triangleq Q_N W(t, \omega) \). By the same discussion as for (6.24), the stationary solution is

\[
\begin{align*}
z(\omega) &= \left( \int_0^\infty e^{-P_N(A+\lambda)s} \, dW_1(s, \omega), \int_0^0 e^{-Q_N(A+\lambda)s} \, dW_2(s, \omega) \right).
\end{align*}
\]

6.2 Denote by \( A \) the Laplace operator on \((0, l)\) with zero Dirichlet boundary conditions. Assume that \( \lambda_{N+1} > \lambda \geq \lambda_N \) for some \( N \). Then, by the stationary solution \( z(\theta_t \omega) \) obtained in Exercise 6.1 and introducing \( v(t, \omega) \triangleq u(t, \omega) - z(\theta_t \omega) \), we have

\[
v_i(t) = Av(t) + f(v(t) + z(\theta_t \omega)).
\]
This is a random evolutionary equation, for which the following spectrum gap condition holds:

\[ L f \left( \frac{1}{\lambda_N - \lambda - \eta} + \frac{1}{\lambda_{N+1} - \lambda + \eta} \right) < 1, \]

for some \(-\lambda_{N+1} + \lambda < \eta < \lambda_N - \lambda\). Then, applying the Lyapunov–Perron method to the above random evolutionary equation, we can construct a \(N\)-dimensional random invariant manifold and reduce the original system.

6.3 Denote by \(A\) the Laplace operator on \((0, l)\) with zero Dirichlet boundary conditions. The random manifold is the graph of the mapping \(h^\varepsilon : L^2(0, l) \to L^2(0, l)\) with

\[ h^\varepsilon (u, \omega) = \frac{1}{\epsilon} \int_{-\infty}^{0} e^{-A_s/\epsilon} g(u^\varepsilon (s, \omega)) ds + \eta^\varepsilon (\omega), \]

where \(u^\varepsilon (t, \omega)\) solves

\[ u^\varepsilon (t, \omega) = e^{at} u + \int_{0}^{t} e^{a(t-s)} f(u^\varepsilon (s, \omega), V^\varepsilon (s, \omega) + \eta^\varepsilon (\theta_t \omega)) ds. \]

Moreover, \(V^\varepsilon\) solves

\[ V^\varepsilon (t, \omega) = \frac{1}{\epsilon} \int_{\infty}^{t} e^{-A_s/\epsilon} g(u^\varepsilon (s, \omega)) ds, \]

and \(\eta^\varepsilon\) is a stationary solution of

\[ \epsilon d \eta^\varepsilon = \partial_{xx} \eta^\varepsilon d t + \sqrt{\epsilon} d W. \]

Up to the order of \(\mathcal{O}(\epsilon)\), Lemma 6.32 we have the following approximation

\[ h^\varepsilon (u, \omega) = -A^{-1} g(u) + \eta^\varepsilon (\omega) + \text{h.o.t.} \]

Then the random slow manifold reduced system is

\[ \dot{u}^\varepsilon = a u^\varepsilon + f(u^\varepsilon, -A^{-1} g(u^\varepsilon) + \eta^\varepsilon (\theta_t \omega)). \]

6.4 (a) This can be obtained by Theorem 5.34 or Theorem 5.11. In fact, write \(W(t) = \sum_i \sqrt{q_i} \beta_i(t)\), where \(\beta_i(t)\) are mutually independent standard scalar Brownian motions, and also expand \(\eta^\varepsilon\) as \(\sum_i \eta_i^\varepsilon e_i\), where \(\{e_i\}\) are the eigenfunctions corresponding to the eigenvalues \(\lambda_i\) of \(\partial_{xx}\) on \((0, l)\) with zero Dirichlet boundary conditions. Then:

\[ d \eta_i^\varepsilon = -\frac{1}{\epsilon} \lambda_i \eta_i^\varepsilon + \frac{1}{\sqrt{\epsilon}} \sqrt{q_i} \beta_i(t). \]

Now, denoting by \(u^\varepsilon(t) = \frac{1}{\sqrt{\epsilon}} \int_{0}^{t} \eta^\varepsilon (s) ds\) and expanding \(u^\varepsilon(t) = \sum_i u_i^\varepsilon (t) e_i\), we have

\[ \dot{u}_i^\varepsilon (t) = \frac{1}{\sqrt{\epsilon}} \eta_i^\varepsilon (t), \quad u_i^\varepsilon (0) = 0. \]

Theorem 5.11 thus yields the result.
(b) By the assumption on $f$ and the above random slow manifold reduction, we have
\[ \dot{\bar{u}}^\epsilon = a\bar{u}^\epsilon + \bar{u}^\epsilon - A^{-1}g(\bar{u}^\epsilon) + \eta^\epsilon(\theta_t\omega). \]
Then the result in (a) yields the following further reduced system for small $\epsilon$:
\[ \dot{\bar{u}}^\epsilon = a\bar{u}^\epsilon + \bar{u}^\epsilon - A^{-1}g(\bar{u}^\epsilon) + \sqrt{\epsilon}\dot{\bar{W}}(t), \]
for some Wiener process $\bar{W}$.

6.5 Applying random slow manifold reduction twice yields the following reduced system:
\[ \partial_t \bar{u} = \gamma \bar{u} - P^1 \bar{u}^3 - \frac{3\sigma^2}{6} P^1 (\bar{u} \sin^2 2x). \]

6.6 Let $0 > \lambda_1 \geq \lambda_2 \geq \cdots$ be the eigenvalues of $\partial_{xx}$ on $(0, l)$ with zero Dirichlet boundary conditions. For every $N > 0$, denote by $P_N$ the linear projection to the space span{$e_1, \ldots, e_N$} and $Q_N \triangleq I - P_N$. Let $u \triangleq u_N + v_N$. Then:
\[ du_N = [\partial_{xx} u_N + P_N f(u_N + v_N)] dt + P_N dW, \]
\[ dv_N = [\partial_{xx} v_N + Q_N f(u_N + v_N)] dt + Q_N dW. \]

We now apply Theorem 6.10 with $\alpha = \lambda_N$ and $\beta = \lambda_{N+1}$. If $L_f$, the Lipschitz constant of $f$, is small enough, then the SPDE is reduced to the following $N$-dimensional system:
\[ d\tilde{u}_N = [\partial_{xx} \tilde{u}_N + P_N f(\tilde{u}_N + h_N(\tilde{u}_N, \theta_t\omega))] dt + P_N dW, \]
where $h_N(\cdot, \omega) : P_N H \to Q_N H$ is Lipschitz continuous. We can see that, compared to the Galerkin equation, there is an extra term $h_N(\tilde{u}_N, \theta_t\omega)$ in the random invariant manifold reduced equation, which includes the influence from higher modes. Then we obtain the approximation $\bar{u} = \tilde{u}_N + h_N(\tilde{u}_N, \omega)$, which is more accurate than the Galerkin approximation $u_N^G$. However, we can show that for almost all $\omega$ and $u_N, h_N(u_N, \omega) \to 0$, which implies that $\tilde{u}_N + h_N(u_N, \omega) - u_N^G \to 0$ as $N \to \infty$.

6.7 Rewrite the stochastic wave equation as
\[ u_t = v, \quad u(0) = u_0, \]
\[ dv = \frac{1}{v} \left[ -v + \Delta u + f(u) \right] dt + \frac{1}{v} dW, \quad v(0) = u_1. \]

This can be put in the following abstract form, for $Z = (u, v)^T$,
\[ dZ = [A Z + F(Z)] dt + dW, \]
where
\[ A = \begin{pmatrix} 0 & 1 \\ \frac{1}{v} \Delta & -\frac{1}{v} \end{pmatrix}, \quad F(Z) = \begin{pmatrix} 0 \\ \frac{1}{v} f(u) \end{pmatrix}, \quad W = \begin{pmatrix} 0 \\ \frac{1}{v} W \end{pmatrix}. \]
A simple calculation yields the eigenvalues of the operator $\mathcal{A}$:

$$\delta_k^\pm = -\frac{1}{2\nu} \pm \sqrt{\frac{1}{4\nu^2} - \frac{\lambda_k}{\nu}},$$

where $\{\lambda_k, k \in \mathbb{Z}^+\}$, with $\lambda_k > 0$, are the eigenvalues of $\partial_{xx}$ on $(0, l)$ with zero Dirichlet boundary conditions. Therefore, if $\nu$ is small enough so that for some $N$

$$\nu \leq \frac{1}{4\lambda_N},$$

then the spectral gap condition holds for $f$ with small Lipschitz constant.

### Problems of Chapter 7

**7.1** First show the tightness of $\{P_\epsilon u^\epsilon\}$ in $L^2(0, T; L^2(D))$. Then by the properties of stochastic integrals, we can pass the limit as $\epsilon \to 0$ in the following stochastic integral:

$$\int_0^T \int_D P_\epsilon u^\epsilon v dx \varphi dB(s) \to \int_0^T \int_D uv dx \varphi dB(s)$$

in $L^2(\Omega)$.

**7.2** Having the tightness of $\{P_\epsilon u^\epsilon\}$, we then pass the limit as $\epsilon \to 0$ in the sense of $L^2(\Omega)$:

$$\int_0^T \int_D \chi_D, a(x/\epsilon) v dx \varphi dB(t) \to \int_0^T \int_D \tilde{a} v dx \varphi dB(t),$$

where $\tilde{a} = \frac{1}{|D|} \int_D a(y) dy$.

**7.3** Similar to Exercise 7.2.

**7.4** The covariance operators $Q_1$ and $Q_2$ need to satisfy certain conditions.

**7.5** Examine and follow the proofs in this chapter.
\(\triangleq:\) is defined to be

- a. s.: Almost sure or almost surely
- \(a \land b \triangleq \min\{a, b\}\)
- \(a \lor b \triangleq \max\{a, b\}\)
- \(a^{+} \triangleq \max\{a, 0\}\)
- \(a^{-} \triangleq \max\{-a, 0\}\)

- \(B_t:\) Brownian motion
- \(\mathcal{B}(\mathbb{R}^n):\) Borel \(\sigma\)-field of \(\mathbb{R}^n\)
- \(\mathcal{B}(S):\) Borel \(\sigma\)-field of space \(S\)
- \(\text{Supp}(f) \triangleq \text{Closure of}\{x \in S : f(x) \neq 0\}:\) The support of function \(f\) defined on space \(S\)
- \(\text{Cov}(X, Y):\) Covariance of \(X\) and \(Y\)
- \(C(\mathbb{R}^n):\) Space of continuous functions on \(\mathbb{R}^n\)
- \(C^k(\mathbb{R}^n):\) Space of continuous functions, which have up to \(k\)th order continuous derivatives, on \(\mathbb{R}^n\)
- \(C^\infty(\mathbb{R}^n):\) Space of continuous functions, which have derivatives of all orders, on \(\mathbb{R}^n\)
- \(C^\infty_c(\mathbb{R}^n):\) Space of continuous functions on \(\mathbb{R}^n\), which (i) have derivatives of all orders, and (ii) have compact support
- \(\delta(\xi):\) Dirac delta function
- \(\delta_{mn}:\) Kronecker delta function
- \(\mathbb{E}(X):\) Expectation (or mean) of a random variable \(X\)
- \(F_X(x):\) Distribution function of a random variable \(X\)
- \(\mathcal{F}^X\) or \(\sigma(X):\) \(\sigma\)-field generated by a random variable \(X\); the smallest \(\sigma\)-field with which \(X\) is measurable
- \(\mathcal{F}^X_t = \sigma(X_t, s \in \mathbb{R}):\) \(\sigma\)-field generated by a stochastic process \(X_t\); the smallest \(\sigma\)-field with which \(X_t\) is measurable for every \(t\)
- \(\mathcal{F}_t^\infty \triangleq \sigma(\bigcup_{t \geq 0} \mathcal{F}_t)\)
- \(\mathcal{F}_{t^+} \triangleq \bigcap_{\varepsilon > 0} \mathcal{F}_{t^+ \varepsilon}\)
- \(\mathcal{F}_{t-} \triangleq \sigma(\bigcup_{s < t} \mathcal{F}_s)\)
- \(\mathcal{F}^X_t \triangleq \sigma(X_s : 0 \leq s \leq t):\) Filtration generated by a stochastic process \(X_t\)
- \(\mathcal{F}^W_t \triangleq \sigma(W_s : 0 \leq s \leq t):\) Filtration generated by Wiener process \(W_t\)
- \(\mathcal{F}^t_{s-} \triangleq \sigma(\cup_{s \leq t} \mathcal{F}_s^t)\): Also denoted as \(\mathcal{F}^t_{s-}\)
- \(\mathcal{F}^\infty_s \triangleq \sigma(\cup_{t \geq s} \mathcal{F}_t^s)\): Also denoted as \(\mathcal{F}^\infty_{s}\)
- \(H(\xi):\) Heaviside function
- \(H^k(D):\) Sobolev space; see §2.5
- \(H^k_0(D):\) Sobolev space of functions with compact support; see §2.5
- \(\| \cdot \|_k:\) Sobolev norm in \(H^k(D)\) or \(H^k_0(D)\); see §2.5
- \(\text{Id}_H:\) The identity operator in the space \(H\)
lim in m.s.: Convergence in mean square, i.e., convergence in $L^2(\Omega)$

$L(X)$ or $P^X$: Law of a random variable $X$; also called the probability distribution measure induced by a random variable $X$. See §3.1

$L^2(\mathbb{R}^n)$: Space of square-integrable functions defined on $\mathbb{R}^n$

$L^p(\mathbb{R}^n)$: Space of $p$-integrable functions defined on $\mathbb{R}^n$, with $p \geq 1$

$L^2(\Omega)$ or $L^2(\Omega, \mathbb{R}^n)$: Space of random variables, taking values in Euclidean space $\mathbb{R}^n$, with finite variance

$L^2(\Omega, H)$: Space of random variables, taking values in Hilbert space $H$, with finite variance

$L^2(\Omega \times [0, T]; H)$: See §4.1

$L^1(U, H)$: Space of bounded linear operators $A : U \to H$

$L^1(H) \triangleq L^1(H, H)$

$L^2(U, H)$: Space of Hilbert–Schmidt operators $A : U \to H$

$L^2(H) : = L^2(H, H)$

$L^1(H)$: Space of bounded linear operators $A : U \to H$ that are of trace class (i.e., $\text{Tr}(A) < \infty$)

$L^1(H) \triangleq L^1(H, H)$

$L^2(U, H)$: Space of Hilbert–Schmidt operators $A : U \to H$

$L^2(H) : = L^2(H, H)$

$L_t$: Lévy motion

$L^q_t$: $\alpha$-stable Lévy motion

$\mathbb{N}$: Set of the natural numbers

$\mathcal{N}(\mu, \sigma^2)$: Normal (or Gaussian) distribution with mean $\mu$ and variance $\sigma^2$

$\nu(dy)$: Lévy jump measure

$\mathbb{P}$: Probability or probability measure

$\mathbb{P}(A)$ or $\mathbb{P}[A]$: Probability of an event $A$

$P^X$ or $L(X)$: Probability distribution measure (also called law) induced by a random variable $X$

$P(\lambda)$: Poisson distribution with parameter $\lambda > 0$

$\mathbb{R}$: Two-sided time set

$\mathbb{R}^1$: One dimensional Euclidean space; the set of real numbers

$\mathbb{R}^n$: $n$-dimensional Euclidean space

$\sigma(X)$ or $\mathcal{F}^X$: $\sigma$-field generated by a random variable $X$; the smallest $\sigma$-field with which $X$ is measurable

$\text{Tr}(A)$: Trace of an operator or matrix $A$

$U(a, b)$: Uniform distribution on the interval $[a, b]$

$UC^\gamma(H, \mathbb{R})$: See §5.3

$\text{Var}(X)$: Variance of a random variable $X$

$\bigvee_{s \leq t} \mathcal{F}^s \triangleq \sigma(\bigcup_{s \leq t} \mathcal{F}^s)$: Also denoted as $\mathcal{F}^{t - \infty}$

$\bigwedge_{t \geq s} \mathcal{F}^s \triangleq \sigma(\bigcup_{t \geq s} \mathcal{F}^s)$: Also denoted as $\mathcal{F}_{s}^{\infty}$

$W^{k, p}(D)$: Sobolev space; see §2.5

$W^{k, p}_{0}(D)$: Sobolev space of functions with compact support; see §2.5

$\| \cdot \|_{k, p}$: Sobolev norm in $W^{k, p}(D)$ or $W^{k, p}_{0}(D)$; see §2.5

$W_t(\omega)$: Wiener process (or Brownian motion)

$w_t(\omega)$: Scalar Wiener process (or Brownian motion)
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