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Preface to the first edition

The origin of this book was a sixteen-lecture course that each of us
has given over the last several years to final-year Oxford undergraduate
mathematicians; and its development owes much to the suggestions of
some of our colleagues that the subject matter could readily be taught
somewhat earlier as a companion course to one introducing the theory
of partial differential equations. On the other hand, we have used much
of the same material in teaching a one-year Master’s course on mathe-
matical modelling and numerical analysis. These two influences have
guided our choice of topics and the level and manner of presentation.

Thus we concentrate on finite difference methods and their application
to standard model problems. This allows the methods to be couched in
simple terms while at the same time treating such concepts as stability
and convergence with a reasonable degree of mathematical rigour. In a
more advanced text, or one with greater emphasis on the finite element
method, it would have been natural and convenient to use standard
Sobolev space norms. We have avoided this temptation and used only
discrete norms, specifically the maximum and the l2 norms. There are
several reasons for this decision. Firstly, of course, it is consistent with
an aim of demanding the minimum in prerequisites – of analysis, of PDE
theory, or of computing – so allowing the book to be used as a text in
an early undergraduate course and for teaching scientists and engineers
as well as mathematicians.

Equally importantly though, the decision fits in with our widespread
use of discrete maximum principles in analysing methods for elliptic and
parabolic problems, our treatment of discrete energy methods and con-
servation principles, and the study of discrete Fourier modes on finite
domains. We believe that treating all these ideas at a purely discrete
level helps to strengthen the student’s understanding of these important
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Preface to the first edition ix

mathematical tools. At the same time this is a very practical approach,
and it encourages the interpretation of difference schemes as direct mod-
els of physical principles and phenomena: all calculations are, after all,
carried out on a finite grid, and practical computations are checked for
stability, etc. at the discrete level. Moreover, interpreting a difference
scheme’s effect on the Fourier modes that can be represented on the
mesh, in terms of the damping and dispersion in one time step is often
of greater value than considering the truncation error, which exemplifies
the second justification of our approach.

However, the limiting process as a typical mesh parameter h tends to
zero is vital to a proper understanding of numerical methods for partial
differential equations. For example, if Un is a discrete approximation
at time level n and evolution through a time step ∆t is represented as
Un+1 = ChUn, many students find great difficulty in distinguishing the
limiting process when n → ∞ on a fixed mesh and with fixed ∆t, from
that in which n → ∞ with n∆t fixed and h, ∆t → 0. Both processes
are of great practical importance: the former is related to the many
iterative procedures that have been developed for solving the discrete
equations approximating steady state problems by using the analogy
of time stepping the unsteady problem; and understanding the latter is
crucial to avoiding instability when choosing methods for approximating
the unsteady problems themselves. The notions of uniform bounds and
uniform convergence lie at the heart of the matter; and, of course, it is
easier to deal with these by using norms which do not themselves depend
on h. However, as shown for example by Palencia and Sanz–Serna,1 a
rigorous theory can be based on the use of discrete norms and this lies
behind the approach we have adopted. It means that concepts such as
well-posedness have to be rather carefully defined; but we believe the
slight awkwardness entailed here is more than compensated for by the
practical and pedagogical advantages pointed out above.

The ordering of the topics is deliberate and reflects the above con-
cerns. We start with parabolic problems, which are both the simplest
to approximate and analyse and also of widest utility. Through the
addition of convection to the diffusion operator, this leads naturally to
the study of hyperbolic problems. It is only after both these cases have
been explored in some detail that, in Chapter 5, we present a careful
treatment of the concepts of consistency, convergence and stability for
evolutionary problems. The final two chapters are devoted respectively
1 Palencia, C. and Sanz–Serna, J. M. (1984), An extension of the Lax–Richtmyer

theory, Numer. Math. 44 (2), 279–283.



x Preface to the first edition

to the discretisation of elliptic problems, with a brief introduction to
finite element methods, and to the iterative solution of the resulting
algebraic equations; with the strong relationship between the latter and
the solution of parabolic problems, the loop of linked topics is complete.
In all cases, we present only a small number of methods, each of which is
thoroughly analysed and whose practical utility we can attest to. Indeed,
we have taken as a theme for the book that all the model problems and
the methods used to approximate them are simple but generic.

Exercises of varying difficulty are given at the end of each chapter; they
complete, extend or merely illustrate the text. They are all analytical in
character, so the whole book could be used for a course which is purely
theoretical. However, numerical analysis has very practical objectives, so
there are many numerical illustrations of the methods given in the text;
and further numerical experiments can readily be generated for students
by following these examples. Computing facilities and practices develop
so rapidly that we believe this open-ended approach is preferable to
giving explicit practical exercises.

We have referred to the relevant literature in two ways. Where key
ideas are introduced in the text and they are associated with specific
original publications, full references are given in footnotes – as earlier in
this Preface. In addition, at the end of each chapter we have included a
brief section entitled ‘Bibliographic notes and recommended reading’ and
the accumulated references are given at the end of the book. Neither
of these sets of references is intended to be comprehensive, but they
should enable interested students to pursue further their studies of the
subject. We have, of course, been greatly guided and influenced by the
treatment of evolutionary problems in Richtmyer and Morton (1967); in
a sense the present book can be regarded as both introductory to and
complementary to that text.

We are grateful to several of our colleagues for reading and comment-
ing on early versions of the book (with Endre Süli’s remarks being par-
ticularly helpful) and to many of our students for checking the exercises.
The care and patience of our secretaries Jane Ellory and Joan Himpson
over the long period of the book’s development have above all made its
completion possible.



Preface to the second edition

In the ten years since the first edition of this book was published, the
numerical solution of PDEs has moved forward in many ways. But when
we sought views on the main changes that should be made for this second
edition, the general response was that we should not change the main
thrust of the book or make very substantial changes. We therefore aimed
to limit ourselves to adding no more than 10%–20% of new material and
removing rather little of the original text: in the event, the book has
increased by some 23%.

Finite difference methods remain the starting point for introducing
most people to the solution of PDEs, both theoretically and as a tool for
solving practical problems. So they still form the core of the book. But
of course finite element methods dominate the elliptic equation scene,
and finite volume methods are the preferred approach to the approxi-
mation of many hyperbolic problems. Moreover, the latter formulation
also forms a valuable bridge between the two main methodologies. Thus
we have introduced a new section on this topic in Chapter 4; and this
has also enabled us to reinterpret standard difference schemes such as
the Lax–Wendroff method and the box scheme in this way, and hence
for example show how they are simply extended to nonuniform meshes.
In addition, the finite element section in Chapter 6 has been followed by
a new section on convection–diffusion problems: this covers both finite
difference and finite element schemes and leads to the introduction of
Petrov–Galerkin methods.

The theoretical framework for finite difference methods has been well
established now for some time and has needed little revision. However,
over the last few years there has been greater interaction between meth-
ods to approximate ODEs and those for PDEs, and we have responded to
this stimulus in several ways. Firstly, the growing interest in applying

xi



xii Preface to the second edition

symplectic methods to Hamiltonian ODE systems, and extending the
approach to PDEs, has led to our including a section on this topic in
Chapter 4 and applying the ideas to the analysis of the staggered leap–
frog scheme used to approximate the system wave equation. More gen-
erally, the revived interest in the method of lines approach has prompted
a complete redraft of the section on the energy method of stability anal-
ysis in Chapter 5, with important improvements in overall coherence
as well as in the analysis of particular cases. In that chapter, too, is
a new section on modified equation analysis: this technique was intro-
duced thirty years ago, but improved interpretations of the approach for
such as the box scheme have encouraged a reassessment of its position;
moreover, it is again the case that its use for ODE approximations has
both led to a strengthening of its analysis and a wider appreciation of
its importance.

Much greater changes to our field have occurred in the practical appli-
cation of the methods we have described. And, as we continue to have
as our aim that the methods presented should properly represent and
introduce what is used in practice, we have tried to reflect these changes
in this new edition. In particular, there has been a huge improvement
in methods for the iterative solution of large systems of algebraic equa-
tions. This has led to a much greater use of implicit methods for time-
dependent problems, the widespread replacement of direct methods by
iterative methods in finite element modelling of elliptic problems, and a
closer interaction between the methods used for the two problem types.
The emphasis of Chapter 7 has therefore been changed and two major
sections added. These introduce the key topics of multigrid methods and
conjugate gradient methods, which have together been largely responsi-
ble for these changes in practical computations.

We gave serious consideration to the possibility of including a num-
ber of Matlab programs implementing and illustrating some of the key
methods. However, when we considered how very much more powerful
both personal computers and their software have become over the last
ten years, we realised that such material would soon be considered out-
moded and have therefore left this aspect of the book unchanged. We
have also dealt with references to the literature and bibliographic notes
in the same way as in the earlier edition: however, we have collected
both into the reference list at the end of the book.

Solutions to the exercises at the end of each chapter are available in the
form of LATEX files. Those involved in teaching courses in this area can
obtain copies, by email only, by applying to solutions@cambridge.org.
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We are grateful to all those readers who have informed us of errors in
the first edition. We hope we have corrected all of these and not intro-
duced too many new ones. Once again we are grateful to our colleagues
for reading and commenting on the new material.
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Introduction

Partial differential equations (PDEs) form the basis of very many math-
ematical models of physical, chemical and biological phenomena, and
more recently their use has spread into economics, financial forecast-
ing, image processing and other fields. To investigate the predictions
of PDE models of such phenomena it is often necessary to approximate
their solution numerically, commonly in combination with the analysis of
simple special cases; while in some of the recent instances the numerical
models play an almost independent role.

Let us consider the design of an aircraft wing as shown in Fig. 1.1,
though several other examples would have served our purpose equally
well – such as the prediction of the weather, the effectiveness of pollutant
dispersal, the design of a jet engine or an internal combustion engine,

(a) (b)

Fig. 1.1. (a) A typical (inviscid) computational mesh around
an aerofoil cross-section; (b) a corresponding mesh on a wing
surface.

1



2 Introduction

the safety of a nuclear reactor, the exploration for and exploitation of
oil, and so on.

In steady flight, two important design factors for a wing are the lift
generated and the drag that is felt as a result of the flow of air past
the wing. In calculating these quantities for a proposed design we know
from boundary layer theory that, to a good approximation, there is
a thin boundary layer near the wing surface where viscous forces are
important and that outside this an inviscid flow can be assumed. Thus
near the wing, which we will assume is locally flat, we can model the
flow by

u
∂u

∂x
− ν

∂2u

∂y2 = (1/ρ)
∂p

∂x
, (1.1)

where u is the flow velocity in the direction of the tangential co-ordinate
x, y is the normal co-ordinate, ν is the viscosity, ρ is the density and
p the pressure; we have here neglected the normal velocity. This is a
typical parabolic equation for u with (1/ρ)∂p/∂x treated as a forcing
term.

Away from the wing, considered just as a two-dimensional cross-
section, we can suppose the flow velocity to be inviscid and of the form
(u∞ + u, v) where u and v are small compared with the flow speed at
infinity, u∞ in the x-direction. One can often assume that the flow is
irrotational so that we have

∂v

∂x
− ∂u

∂y
= 0; (1.2a)

then combining the conservation laws for mass and the x-component
of momentum, and retaining only first order quantities while assuming
homentropic flow, we can deduce the simple model

(1 − M2
∞)

∂u

∂x
+

∂v

∂y
= 0 (1.2b)

where M∞ is the Mach number at infinity, M∞ = u∞/a∞, and a∞ is
the sound speed.

Clearly when the flow is subsonic so that M∞ < 1, the pair of equa-
tions (1.2a, b) are equivalent to the Cauchy–Riemann equations and the
system is elliptic. On the other hand for supersonic flow where M∞ > 1,
the system is equivalent to the one-dimensional wave equation and the
system is hyperbolic. Alternatively, if we operate on (1.2b) by ∂/∂x

and eliminate v by operating on (1.2a) by ∂/∂y, we either obtain an
equivalent to Laplace’s equation or the second order wave equation.
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Thus from this one situation we have extracted the three basic types
of partial differential equation: we could equally well have done so from
the other problem examples mentioned at the beginning. We know from
PDE theory that the analysis of these three types, what constitutes a
well-posed problem, what boundary conditions should be imposed and
the nature of possible solutions, all differ very markedly. This is also
true of their numerical solution and analysis.

In this book we shall concentrate on model problems of these three
types because their understanding is fundamental to that of many more
complicated systems. We shall consider methods, mainly finite differ-
ence methods and closely related finite volume methods, which can be
used for more practical, complicated problems, but can only be ana-
lysed as thoroughly as is necessary in simpler situations. In this way we
will be able to develop a rigorous analytical theory of such phenomena
as stability and convergence when finite difference meshes are refined.
Similarly, we can study in detail the speed of convergence of iterative
methods for solving the systems of algebraic equations generated by dif-
ference methods. And the results will be broadly applicable to practical
situations where precise analysis is not possible.

Although our emphasis will be on these separate equation types, we
must emphasise that in many practical situations they occur together,
in a system of equations. An example, which arises in very many appli-
cations, is the Euler–Poisson system: in two space dimensions and time
t, they involve the two components of velocity and the pressure already
introduced; then, using the more compact notation ∂t for ∂/∂t etc., they
take the form

∂tu + u∂xu + v∂yu + ∂xp = 0

∂tv + u∂xv + v∂yv + ∂yp = 0

∂2
xp + ∂2

yp = 0. (1.3)

Solving this system requires the combination of two very different tech-
niques: for the final elliptic equation for p one needs to use the techniques
described in Chapters 6 and 7 to solve a large system of simultaneous
algebraic equations; then its solution provides the driving force for the
first two hyperbolic equations, which can generally be solved by march-
ing forward in time using techniques described in Chapters 2 to 5. Such
a model typically arises when flow speeds are much lower than in aero-
dynamics, such as flow in a porous medium, like groundwater flow. The
two procedures need to be closely integrated to be effective and efficient.
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(a) (b)

Fig. 1.2. A typical multi-aerofoil: (a) a general view; (b) a
detail of the mesh that might be needed for a Navier–Stokes
calculation. (Courtesy of DRA, Farnborough.)

Returning to our wing design example, however, it will be as well to
mention some of the practical complications that may arise. For a civil
aircraft most consideration can be given to its behaviour in steady flight
at its design speed; but, especially for a military aircraft, manoeuvrability
is important, which means that the flow will be unsteady and the equa-
tions time-dependent. Then, even for subsonic flow, the equations corre-
sponding to (1.2a, b) will be hyperbolic (in one time and two space vari-
ables), similar to but more complicated than the Euler–Poisson system
(1.3). Greater geometric complexity must also be taken into account:
the three-dimensional form of the wing must be taken into consideration
particularly for the flow near the tip and the junction with the aircraft
body; and at landing and take-off, the flaps are extended to give greater
lift at the slower speeds, so in cross-section it may appear as in Fig. 1.2.

In addition, rather than the smooth flow regimes which we have so
far implicitly assumed, one needs in practice to study such phenom-
ena as shocks, vortex sheets, turbulent wakes and their interactions.
Developments of the methods we shall study are used to model all
these situations but such topics are well beyond the scope of this book.
Present capabilities within the industry include the solution of approxi-
mations to the Reynolds-averaged Navier–Stokes equations for unsteady
viscous flow around a complete aircraft, such as that shown in Fig. 1.3.
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6 Introduction

Moreover, the ultimate objective is to integrate these flow prediction
capabilities into the complete design cycle – rather than calculating the
flow around a given aircraft shape, one would like to design the shape
to obtain a given flow.

Finally, to end this introductory chapter there are a few points of
notation to draw to the reader’s attention. We use the notation ≈ to
mean ‘approximately equal to’, usually in a numerical sense. On the
other hand, the notation ∼ has the precise meaning ‘is asymptotic to’ in
the sense that f(t) ∼ t2 as t → 0 means that t−2[f(t)− t2] → 0 as t → 0.
The notation f(t) = t2 + o(t2) has the same meaning; and the notation
f(t) = O(t2) means that t−2f(t) is bounded as t → 0. We have often
used the notation := to mean that the quantity on the left is defined by
that on the right. We shall usually use bold face to denote vectors.



2

Parabolic equations in one space variable

2.1 Introduction

In this chapter we shall be concerned with the numerical solution of
parabolic equations in one space variable and the time variable t. We
begin with the simplest model problem, for heat conduction in a uni-
form medium. For this model problem an explicit difference method is
very straightforward in use, and the analysis of its error is easily accom-
plished by the use of a maximum principle, or by Fourier analysis. As
we shall show, however, the numerical solution becomes unstable unless
the time step is severely restricted, so we shall go on to consider other,
more elaborate, numerical methods which can avoid such a restriction.
The additional complication in the numerical calculation is more than
offset by the smaller number of time steps needed. We then extend the
methods to problems with more general boundary conditions, then to
more general linear parabolic equations. Finally we shall discuss the
more difficult problem of the solution of nonlinear equations.

2.2 A model problem

Many problems in science and engineering are modelled by special cases
of the linear parabolic equation for the unknown u(x, t)

∂u

∂t
=

∂

∂x

(
b(x, t)

∂u

∂x

)
+ c(x, t)u + d(x, t) (2.1)

where b is strictly positive. An initial condition will be needed; if this is
given at t = 0 it will take the form

u(x, 0) = u0(x) (2.2)

7



8 Parabolic equations in one space variable

where u0(x) is a given function. The solution of the problem will be
required to satisfy (2.1) for t > 0 and x in an open region R which will
be typically either the whole real line, the half-line x > 0, or an interval
such as (0, 1). In the two latter cases we require the solution to be
defined on the closure of R and to satisfy certain boundary conditions;
we shall assume that these also are linear, and may involve u or its first
space derivative ∂u/∂x, or both. If x = 0 is a left-hand boundary, the
boundary condition will be of the form

α0(t)u + α1(t)
∂u

∂x
= α2(t) (2.3)

where

α0 ≥ 0, α1 ≤ 0 and α0 − α1 > 0. (2.4)

If x = 1 is a right-hand boundary we shall need a condition of the form

β0(t)u + β1(t)
∂u

∂x
= β2(t) (2.5)

where

β0 ≥ 0, β1 ≥ 0 and β0 + β1 > 0. (2.6)

The reason for the conditions on the coefficients α and β will become
apparent later. Note the change of sign between α1 and β1, reflecting
the fact that at the right-hand boundary ∂/∂x is an outward normal
derivative, while in (2.3) it was an inward derivative.

We shall begin by considering a simple model problem, the equation
for which models the flow of heat in a homogeneous unchanging medium,
of finite extent, with no heat source. We suppose that we are given
homogeneous Dirichlet boundary conditions, i.e., the solution is given to
be zero at each end of the range, for all values of t. After changing to
dimensionless variables this problem becomes: find u(x, t) defined for
x ∈ [0, 1] and t ≥ 0 such that

ut = uxx for t > 0, 0 < x < 1, (2.7)

u(0, t) = u(1, t) = 0 for t > 0, (2.8)

u(x, 0) = u0(x), for 0 ≤ x ≤ 1. (2.9)

Here we have introduced the common subscript notation to denote par-
tial derivatives.



2.3 Series approximation 9

2.3 Series approximation

This differential equation has special solutions which can be found by the
method of separation of variables. The method is rather restricted in its
application, unlike the finite difference methods which will be our main
concern. However, it gives useful solutions for comparison purposes, and
leads to a natural analysis of the stability of finite difference methods
by the use of Fourier analysis.

We look for a solution of the special form u(x, t) = f(x)g(t); substi-
tuting into the differential equation we obtain

fg′ = f ′′g,
i.e.,

g′/g = f ′′/f. (2.10)

In this last equation the left-hand side is independent of x, and the
right-hand side is independent of t, so that both sides must be constant.
Writing this constant as −k2, we immediately solve two simple equations
for the functions f and g, leading to the solution

u(x, t) = e−k2t sin kx.

This shows the reason for the choice of −k2 for the constant; if we
had chosen a positive value here, the solution would have involved an
exponentially increasing function of t, whereas the solution of our model
problem is known to be bounded for all positive values of t. For all values
of the number k this is a solution of the differential equation; if we now
restrict k to take the values k = mπ, where m is a positive integer,
the solution vanishes at x = 1 as well as at x = 0. Hence any linear
combination of such solutions will satisfy the differential equation and
the two boundary conditions. This linear combination can be written

u(x, t) =
∞∑

m=1

ame−(mπ)2t sin mπx. (2.11)

We must now choose the coefficients am in this linear combination in
order to satisfy the given initial condition. Writing t = 0 we obtain

∞∑
m=1

am sin mπx = u0(x). (2.12)

This shows at once that the am are just the coefficients in the Fourier sine
series expansion of the given function u0(x), and are therefore given by

am = 2
∫ 1

0
u0(x) sin mπxdx. (2.13)
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This final result may be regarded as an exact analytic solution of the
problem, but it is much more like a numerical approximation, for two
reasons. If we require the value of u(x, t) for specific values of x and t,
we must first determine the Fourier coefficients am; these can be found
exactly only for specially simple functions u0(x), and more generally
would require some form of numerical integration. And secondly we
can only sum a finite number of terms of the infinite series. For the
model problem, however, it is a very efficient method; for even quite
small values of t a few terms of the series will be quite sufficient, as the
series converges extremely rapidly. The real limitation of the method
in this form is that it does not easily generalise to even slightly more
complicated differential equations.

2.4 An explicit scheme for the model problem

To approximate the model equation (2.7) by finite differences we divide
the closed domain R̄×[0, tF ] by a set of lines parallel to the x- and t-axes
to form a grid or mesh. We shall assume, for simplicity only, that the
sets of lines are equally spaced, and from now on we shall assume that
R̄ is the interval [0, 1]. Note that in practice we have to work in a finite
time interval [0, tF ], but tF can be as large as we like.

We shall write ∆x and ∆t for the line spacings. The crossing points

(xj = j∆x, tn = n∆t), j = 0, 1, . . . , J, n = 0, 1, . . . , (2.14)

where

∆x = 1/J, (2.15)

are called the grid points or mesh points. We seek approximations of
the solution at these mesh points; these approximate values will be
denoted by

Un
j ≈ u(xj , tn). (2.16)

We shall approximate the derivatives in (2.7) by finite differences and
then solve the resulting difference equations in an evolutionary manner
starting from n = 0.

We shall often use notation like Un
j ; there should be no confusion with

other expressions which may look similar, such as λn which, of course,
denotes the nth power of λ. If there is likely to be any ambiguity we
shall sometimes write such a power in the form (λj)n.
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n

t

n + 1

j x

Fig. 2.1. An explicit scheme.

For the model problem the simplest difference scheme based at the
mesh point (xj , tn) uses a forward difference for the time derivative; this
gives

v(xj , tn+1) − v(xj , tn)
∆t

≈ ∂v

∂t
(xj , tn) (2.17)

for any function v with a continuous t-derivative. The scheme uses a
centred second difference for the second order space derivative:

v(xj+1, tn) − 2v(xj , tn) + v(xj−1, tn)
(∆x)2

≈ ∂2v

∂x2 (xj , tn). (2.18)

The approximation generated by equating the left-hand sides of (2.17)
and (2.18) thus satisfies

Un+1
j = Un

j + µ(Un
j+1 − 2Un

j + Un
j−1) (2.19)

where

µ :=
∆t

(∆x)2
. (2.20)

The pattern of grid points involved in (2.19) is shown in Fig. 2.1; clearly
each value at time level tn+1 can be independently calculated from values
at time level tn; for this reason this is called an explicit difference scheme.
From the initial and boundary values

U0
j = u0(xj), j = 1, 2, . . . , J − 1, (2.21)

Un
0 = Un

J = 0, n = 0, 1, 2, . . . , (2.22)
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we can calculate all the interior values for successive values of n. We
shall assume for the moment that the initial and boundary data are
consistent at the two corners; this means that

u0(0) = u0(1) = 0 (2.23)

so that the solution does not have a discontinuity at the corners of the
domain.

However, if we carry out a calculation using (2.19), (2.21) and (2.22)
we soon discover that the numerical results depend critically on the
value of µ, which relates the sizes of the time step and the space step.
In Fig. 2.2 we show results corresponding to initial data in the form of
a ‘hat function’,

u0(x) =
{

2x if 0 ≤ x ≤ 1
2 ,

2 − 2x if 1
2 ≤ x ≤ 1.

(2.24)

Two sets of results are displayed; both use J = 20, ∆x = 0.05. The
first set uses ∆t = 0.0012, and the second uses ∆t = 0.0013. The former
clearly gives quite an accurate result, while the latter exhibits oscillations
which grow rapidly with increasing values of t. This is a typical example
of stability or instability depending on the value of the mesh ratio µ. The
difference between the behaviour of the two numerical solutions is quite
striking; these solutions use time steps which are very nearly equal, but
different enough to give quite different forms of numerical solution.

We shall now analyse this behaviour, and obtain bounds on the error,
in a more formal way. First we introduce some notation and definitions.

2.5 Difference notation and truncation error

We define finite differences in the same way in the two variables t and
x; there are three kinds of finite differences:

forward differences

∆+tv(x, t) := v(x, t + ∆t) − v(x, t), (2.25a)

∆+xv(x, t) := v(x + ∆x, t) − v(x, t); (2.25b)

backward differences

∆−tv(x, t) := v(x, t) − v(x, t − ∆t), (2.26a)

∆−xv(x, t) := v(x, t) − v(x − ∆x, t); (2.26b)
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After 50 time steps

After 25 time steps

After 1 time step

U

x

At t = 0

∆t = 0.0012 ∆t = 0.0013

Fig. 2.2. Results obtained for the data of (2.24) with the
explicit method; J = 20, ∆x = 0.05. The exact solution is
shown by the full curved line.

central differences

δtv(x, t) := v(x, t + 1
2∆t) − v(x, t − 1

2∆t), (2.27a)

δxv(x, t) := v(x + 1
2∆x, t) − v(x − 1

2∆x, t). (2.27b)

When the central difference operator is applied twice we obtain the very
useful second order central difference

δ2
xv(x, t) := v(x + ∆x, t) − 2v(x, t) + v(x − ∆x, t). (2.28)
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For first differences it is often convenient to use the double interval
central difference

∆0xv(x, t) := 1
2 (∆+x + ∆−x)v(x, t)

= 1
2 [v(x + ∆x, t) − v(x − ∆x, t)].

A Taylor series expansion of the forward difference in t gives for the
solution of (2.7)

∆+tu(x, t) = u(x, t + ∆t) − u(x, t)

= ut∆t + 1
2utt(∆t)2 + 1

6uttt(∆t)3 + · · · . (2.29)

By adding together the Taylor series expansions in the x variable for
∆+xu and ∆−xu, we see that all the odd powers of ∆x cancel, giving

δ2
x u(x, t) = uxx(∆x)2 + 1

12uxxxx(∆x)4 + · · · . (2.30)

We can now define the truncation error of the scheme (2.19). We first
multiply the difference equation throughout by a factor, if necessary, so
that each term is an approximation to the corresponding derivative in
the differential equation. Here this step is unnecessary, provided that
we use the form

Un+1
j − Un

j

∆t
=

Un
j+1 − 2Un

j + Un
j−1

(∆x)2
(2.31)

rather than (2.19). The truncation error is then the difference between
the two sides of the equation, when the approximation Un

j is replaced
throughout by the exact solution u(xj , tn) of the differential equation.
Indeed, at any point away from the boundary we can define the

truncation error T (x, t)

T (x, t) :=
∆+tu(x, t)

∆t
− δ2

xu(x, t)
(∆x)2

(2.32)

so that

T (x, t) = (ut − uxx) +
( 1

2utt∆t − 1
12uxxxx(∆x)2

)
+ · · ·

= 1
2utt∆t − 1

12uxxxx(∆x)2 + · · · (2.33)

where these leading terms are called the principal part of the trunca-
tion error, and we have used the fact that u satisfies the differential
equation.
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We have used Taylor series expansions to express the truncation error
as an infinite series. It is often convenient to truncate the infinite Taylor
series, introducing a remainder term; for example

u(x, t + ∆t) = u(x, t) + ut∆t + 1
2utt(∆t)2 + 1

6uttt(∆t)3 + · · ·
= u(x, t) + ut∆t + 1

2utt(x, η)(∆t)2, (2.34)

where η lies somewhere between t and t + ∆t. If we do the same thing
for the x expansion the truncation error becomes

T (x, t) = 1
2utt(x, η)∆t − 1

12uxxxx(ξ, t)(∆x)2 (2.35)

where ξ ∈ (x − ∆x, x + ∆x), from which it follows that

|T (x, t)| ≤ 1
2Mtt∆t + 1

12Mxxxx(∆x)2 (2.36)

= 1
2∆t

[
Mtt + 1

6µMxxxx

]
, (2.37)

where Mtt is a bound for |utt| and Mxxxx is a bound for |uxxxx|. It is
now clear why we assumed that the initial and boundary data for u were
consistent, and why it is helpful if we can also assume that the initial
data are sufficiently smooth. For then we can assume that the bounds
Mtt and Mxxxx hold uniformly over the closed domain [0, 1] × [0, tF ].
Otherwise we must rely on the smoothing effect of the diffusion operator
to ensure that for any τ > 0 we can find bounds of this form which hold
for the domain [0, 1] × [τ, tF ]. This sort of difficulty can easily arise in
problems which look quite straightforward. For example, suppose the
boundary conditions specify that u must vanish on the boundaries x = 0
and x = 1, and that u must take the value 1 on the initial line, where
t = 0. Then the solution u(x, t) is obviously discontinuous at the corners,
and in the full domain defined by 0 < x < 1, t > 0 all its derivatives are
unbounded, so our bound for the truncation error is useless over the full
domain. We shall see later how this problem can be treated by Fourier
analysis.

For the problem of Fig. 2.2 we see that

T (x, t) → 0 as ∆x, ∆t → 0 ∀(x, t) ∈ (0, 1) × [τ, tF ),

independently of any relation between the two mesh sizes. We say that
the scheme is unconditionally consistent with the differential equation.
For a fixed ratio µ we also see from (2.37) that |T | will behave asymp-
totically like O(∆t) as ∆t → 0: except for special values of µ this will
be the highest power of ∆t for which such a statement could be made,
so that the scheme is said to have first order accuracy.
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However, it is worth noting here that, since u satisfies ut = uxx every-
where, we also have utt = uxxxx and hence

T (x, t) = 1
2

(
1 − 1

6µ

)
uxxxx∆t + O

(
(∆t)2

)
.

Thus for µ = 1
6 the scheme is second order accurate. This however is a

rather special case. Not only does it apply just for this particular choice
of µ, but also for more general equations with variable coefficients it
cannot hold. For example, in the solution of the equation ut = b(x, t)uxx

it would require choosing a different time step ∆t at each point.

2.6 Convergence of the explicit scheme

Now suppose that we carry out a sequence of calculations using the same
initial data, and the same value of µ = ∆t/(∆x)2, but with successive
refinement of the two meshes, so that ∆t → 0 and ∆x → 0. Then we say
that the scheme is convergent if, for any fixed point (x∗, t∗) in a given
domain (0, 1) × (τ, tF ),

xj → x∗, tn → t∗ implies Un
j → u(x∗, t∗). (2.38)

We shall prove that the explicit scheme for our problem is convergent if
µ ≤ 1

2 .
We need consider only points (x∗, t∗) which coincide with mesh points

for sufficiently refined meshes; for convergence at all other points will
follow from the continuity of u(x, t). We also suppose that we can intro-
duce an upper bound T̄ = T̄ (∆x,∆t) for the truncation error, which
holds for all mesh points on a given mesh, and use the notation Tn

j for
T (xj , tn):

|Tn
j | ≤ T̄ . (2.39)

We denote by e the error U − u in the approximation; more precisely

en
j := Un

j − u(xj , tn). (2.40)

Now Un
j satisfies the equation (2.19) exactly, while u(xj , tn) leaves the

remainder Tn
j ∆t; this follows immediately from the definition of Tn

j .
Hence by subtraction we obtain

en+1
j = en

j + µδ2
xen

j − Tn
j ∆t (2.41)

which is in detail

en+1
j = (1 − 2µ)en

j + µen
j+1 + µen

j−1 − Tn
j ∆t. (2.42)
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The important point for the proof is that if µ ≤ 1
2 the coefficients of the

three terms en on the right of this equation are all positive, and add up
to unity. If we introduce the maximum error at a time step by writing

En := max{|en
j |, j = 0, 1, . . . , J}, (2.43)

the fact that the coefficients are positive means that we can omit the
modulus signs in the triangle inequality to give∣∣en+1

j

∣∣ ≤ (1 − 2µ)En + µEn + µEn + |Tn
j |∆t

≤ En + T̄∆t. (2.44)

Since this inequality holds for all values of j from 1 to J − 1, we have

En+1 ≤ En + T̄∆t. (2.45)

Suppose for the moment that the bound (2.39) holds on the finite interval
[0, tF ]; and since we are using the given initial values for Un

j we know that
E0 = 0. A very simple induction argument then shows that En ≤ nT̄∆t.
Hence we obtain from (2.37)

En ≤ 1
2∆t

[
Mtt + 1

6µMxxxx

]
tF

→ 0 as ∆t → 0. (2.46)

In our model problem, if it is useful we can write Mtt = Mxxxx.
We can now state this convergence property in slightly more gen-

eral terms. In order to define convergence of a difference scheme which
involves two mesh sizes ∆t and ∆x we need to be clear about what
relationship we assume between them as they both tend to zero. We
therefore introduce the concept of a refinement path. A refinement path
is a sequence of pairs of mesh sizes, ∆x and ∆t, each of which tends to
zero:

refinement path := {((∆x)i, (∆t)i), i = 0, 1, 2, . . . ; (∆x)i, (∆t)i → 0} .

(2.47)
We can then specify particular refinement paths by requiring, for exam-
ple, that (∆t)i is proportional to (∆x)i, or to (∆x)2i . Here we just
define

µi =
(∆t)i

(∆x)2i
(2.48)

and merely require that µi ≤ 1
2 . Some examples are shown in Fig. 2.3.
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∆x

∆t

Fig. 2.3. Refinement paths; shown as full lines for constant
∆t/(∆x)2 and as dashed lines for constant ∆t/∆x.

Theorem 2.1 If a refinement path satisfies µi ≤ 1
2 for all sufficiently

large values of i, and the positive numbers ni, ji are such that

ni(∆t)i → t > 0, ji(∆x)i → x ∈ [0, 1],

and if |uxxxx| ≤ Mxxxx uniformly in [0, 1] × [0, tF ], then the approxi-
mations Uni

ji
generated by the explicit difference scheme (2.19) for i =

0, 1, 2 . . . converge to the solution u(x, t) of the differential equation,
uniformly in the region.

Such a convergence theorem is the least that one can expect of a numer-
ical scheme; it shows that arbitrarily high accuracy can be attained by
use of a sufficiently fine mesh. Of course, it is also somewhat imprac-
tical. As the mesh becomes finer, more and more steps of calculation
are required, and the effect of rounding errors in the calculation would
become significant and would eventually completely swamp the trunca-
tion error.

As an example with smoother properties than is given by the data of
(2.24), consider the solution of the heat equation with

u(x, 0) = x(1 − x), (2.49a)

u(0, t) = u(1, t) = 0, (2.49b)

on the region [0, 1] × [0, 1]. Errors obtained with the explicit method
are shown in Fig. 2.4. This shows a graph of log10 En against tn, where
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Fig. 2.4. Error decay for the explicit method applied to the
heat equation with initial condition u(x, 0) = x(1 − x). The
top curve is for ∆x = 0.1, µ = 0.5, and the bottom curve is
for ∆x = 0.05, µ = 0.5.

En is given by (2.43). Two curves are shown; one uses J = 10, ∆x = 0.1,
and the other uses J = 20, ∆x = 0.05. Both have µ = 1

2 , which is the
largest value consistent with stability. The two curves show clearly how
the error behaves as the grid size is reduced: they are very similar in
shape, and for each value of tn the ratio of the two values of En is close
to 4, the ratio of the values of ∆t = 1

2 (∆x)2. Notice also that after some
early variation the error tends to zero as t increases; our error bound
in (2.45) is pessimistic, as it continues to increase with t. The early
variation in the error results from the lack of smoothness in the corners
of the domain already referred to. We will discuss this in more detail in
the next section and in Section 2.10.

2.7 Fourier analysis of the error

We have already expressed the exact solution of the differential equation
as a Fourier series; this expression is based on the observation that a
particular set of Fourier modes are exact solutions. We can now easily
show that a similar Fourier mode is an exact solution of the difference
equations. Suppose we substitute

Un
j = (λ)neik(j∆x) (2.50)
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into the difference equation (2.19), putting Un+1
j = λUn

j and similarly
for the other terms. We can then divide by Un

j and see that this Fourier
mode is a solution for all values of n and j provided that

λ ≡ λ(k) = 1 + µ
(
eik∆x − 2 + e−ik∆x

)
= 1 − 2µ(1 − cos k∆x)

= 1 − 4µ sin2 1
2k∆x; (2.51)

λ(k) is called the amplification factor for the mode. By taking k = mπ

as in (2.11), we can therefore write our numerical approximation in the
form

Un
j =

∞∑
−∞

Ameimπ(j∆x) [λ(mπ)]n . (2.52)

The low frequency terms in this expansion give a good approximation to
the exact solution of the differential equation, given by (2.11), because
the series expansions for λ(k) and exp(−k2∆t) match reasonably well:

exp(−k2∆t) = 1 − k2∆t + 1
2k4(∆t)2 − · · · ,

λ(k) = 1 − 2µ
[ 1
2 (k∆x)2 − 1

24 (k∆x)4 + · · ·
]

= 1 − k2∆t + 1
12k4∆t(∆x)2 − · · · . (2.53)

Indeed these expansions provide an alternative means of investigating
the truncation error of our scheme. It is easy to see that we will have at
least first order accuracy, but when (∆x)2 = 6∆t we shall have second
order accuracy. In fact it is quite easy to show that there exists a
constant C(µ) depending only on the value of µ such that

|λ(k) − e−k2∆t| ≤ C(µ)k4(∆t)2 ∀k,∆t > 0. (2.54)

Theorem 2.1 establishes convergence and an error bound under the
restriction µ ≤ 1

2 , but it does not show what happens if this condition
is not satisfied. Our analysis of the Fourier modes shows what happens
to the high frequency components in this case. For large values of k the
modes in the exact solution are rapidly damped by the exponential term
exp(−k2t). But in the numerical solution the damping factor |λ(k)| will
become greater than unity for large values of k if µ > 1

2 ; in particular
this will happen when k∆x = π, for then λ(k) = 1 − 4µ. These Fourier
modes will then grow unboundedly as n increases. It is possible in
principle to choose the initial conditions so that these Fourier modes do
not appear in the solution. But this would be a very special problem,
and in practice the effect of rounding errors would be to introduce small
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components of all the modes, some of which would then grow without
bound. For the present model problem we shall say that a method is
stable if there exists a constant K, independent of k, such that

|[λ(k)]n| ≤ K, for n∆t ≤ tF , ∀k. (2.55)

Essentially, stability has to do with the bounded growth in a finite time
of the difference between two solutions of the difference equations, uni-
formly in the mesh size; we shall formulate a general definition of stabil-
ity in a later chapter. Evidently, for stability we require the condition,
due to von Neumann,

|λ(k)| ≤ 1 + K ′∆t (2.56)

to hold for all k. We shall find that such a stability condition is neces-
sary and sufficient for the convergence of a consistent difference scheme
approximating a single differential equation. Thus for the present model
problem the method is unstable when µ > 1

2 and stable when µ ≤ 1
2 .

We have used a representation for Un
j as the infinite Fourier series

(2.52), since it is easily comparable with the exact solution. However
on the discrete mesh there are only a finite number of distinct modes;
modes with wave numbers k1 and k2 are indistinguishable if (k1 −k2)∆x

is a multiple of 2π. It may therefore be more convenient to expand Un
j

as a linear combination of the distinct modes corresponding to

k = mπ, m = −(J − 1),−(J − 2), . . . ,−1, 0, 1, . . . , J. (2.57)

The highest mode which can be carried by the mesh has k = Jπ, or
k∆x = π; this mode has the values ±1 at alternate points on the mesh.
We see from (2.51) that it is also the most unstable mode for this dif-
ference scheme, as it often is for many difference schemes, and has the
amplification factor λ(Jπ) = 1 − 4µ. It is the fastest growing mode
when µ > 1

2 , which is why it eventually dominates the solutions shown
in Fig. 2.2.

We can also use this Fourier analysis to extend the convergence the-
orem to the case where the initial data u0(x) are continuous on [0, 1],
but may not be smooth, in particular at the corners. We no longer
have to assume that the solution has sufficient bounded derivatives that
uxxxx and utt are uniformly bounded on the region considered. Instead
we just assume that the Fourier series expansion of u0(x) is absolutely
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convergent. We suppose that µ is fixed, and that µ ≤ 1
2 . Consider the

error, as before,

en
j = Un

j − u(xj , tn)

=
∞∑

−∞
Ameimπj∆x

{
[λ(mπ)]n − e−m2π2n∆t

}
, (2.58)

where we have also used the full Fourier series for u(x, t) instead of the
sine series as in the particular case of (2.11); this will allow treatment
other than of the simple boundary conditions of (2.8). We now split this
infinite sum into two parts. Given an arbitrary positive ε, we choose m0

such that ∑
|m|>m0

|Am| ≤ 1
4ε. (2.59)

We know that this is possible, because of the absolute convergence of
the series. If both |λ1| ≤ 1 and |λ2| ≤ 1, then

|(λ1)n − (λ2)n| ≤ n|λ1 − λ2|; (2.60)

so from (2.54) we have

|en
j | ≤ 1

2ε +
∑

|m|≤m0

|Am|
∣∣∣[λ(mπ)]n − e−m2π2n∆t

∣∣∣
≤ 1

2ε +
∑

|m|≤m0

|Am|nC(µ)
(
m2π2∆t

)2
. (2.61)

We can thus deduce that

|en
j | ≤ 1

2ε + tF C(µ)π4


 ∑

|m|≤m0

|Am|m4


 ∆t (2.62)

and by taking ∆t sufficiently small we can obtain |en
j | ≤ ε for all (xj , tn)

in [0, 1] × [0, tF ]. Note how the sum involving Amm4 plays much the
same role as the bound on uxxxx in the earlier analysis, but by making
more precise use of the stability properties of the scheme we do not
require that this sum is convergent.

2.8 An implicit method

The stability limit ∆t ≤ 1
2 (∆x)2 is a very severe restriction, and implies

that very many time steps will be necessary to follow the solution over
a reasonably large time interval. Moreover, if we need to reduce ∆x
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Fig. 2.5. The fully implicit scheme.

to improve the accuracy of the solution the amount of work involved
increases very rapidly, since we shall also have to reduce ∆t. We shall
now show how the use of a backward time difference gives a difference
scheme which avoids this restriction, but at the cost of a slightly more
sophisticated calculation.

If we replace the forward time difference by the backward time differ-
ence, the space difference remaining the same, we obtain the scheme

Un+1
j − Un

j

∆t
=

Un+1
j+1 − 2Un+1

j + Un+1
j−1

(∆x)2
(2.63)

instead of (2.31). This may be written using the difference notation
given in Section 2.5 as

∆−tU
n+1
j = µδ2

xUn+1
j ,

where µ = ∆t/(∆x)2, and has the stencil shown in Fig. 2.5.
This is an example of an implicit scheme, which is not so easy to

use as the explicit scheme described earlier. The scheme (2.63) involves
three unknown values of U on the new time level n + 1; we cannot
immediately calculate the value of Un+1

j since the equation involves the
two neighbouring values Un+1

j+1 and Un+1
j−1 , which are also unknown. We

must now write the equation in the form

−µUn+1
j−1 + (1 + 2µ)Un+1

j − µUn+1
j+1 = Un

j . (2.64)

Giving j the values 1, 2, . . . , (J − 1) we thus obtain a system of J − 1
linear equations in the J −1 unknowns Un+1

j , j = 1, 2, . . . , J −1. Instead
of calculating each of these unknowns by a separate trivial formula, we
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must now solve this system of equations to give the values simultane-
ously. Note that in the first and last of these equations, corresponding
to j = 1 and j = J − 1, we incorporate the known values of Un+1

0 and
Un+1

J given by the boundary conditions.

2.9 The Thomas algorithm

The system of equations to be solved is tridiagonal:equation number j

in the system only involves unknowns with numbers j − 1, j and j + 1,
so that the matrix of the system has non-zero elements only on the
diagonal and in the positions immediately to the left and to the right of
the diagonal. We shall meet such systems again, and it is useful here to
consider a more general system of the form

−ajUj−1 + bjUj − cjUj+1 = dj , j = 1, 2, . . . , J − 1, (2.65)

with

U0 = 0, UJ = 0. (2.66)

Here we have written the unknowns Uj , omitting the superscript for the
moment. The coefficients aj , bj and cj , and the right-hand side dj , are
given, and we assume that they satisfy the conditions

aj > 0, bj > 0, cj > 0, (2.67)

bj > aj + cj . (2.68)

Though stronger than necessary, these conditions ensure that the matrix
is diagonally dominant, with the diagonal element in each row being at
least as large as the sum of the absolute values of the other elements. It is
easy to see that these conditions are satisfied by our difference equation
system.

The Thomas algorithm operates by reducing the system of equations
to upper triangular form, by eliminating the term in Uj−1 in each of the
equations. This is done by treating each equation in turn. Suppose that
the first k of equations (2.65) have been reduced to

Uj − ejUj+1 = fj , j = 1, 2, . . . , k. (2.69)

The last of these equations is therefore Uk − ekUk+1 = fk, and the next
equation, which is still in its original form, is

−ak+1Uk + bk+1Uk+1 − ck+1Uk+2 = dk+1.
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It is easy to eliminate Uk from these two equations, giving a new equation
involving Uk+1 and Uk+2,

Uk+1 − ck+1

bk+1 − ak+1ek
Uk+2 =

dk+1 + ak+1fk

bk+1 − ak+1ek
.

Comparing this with (2.69) shows that the coefficients ej and fj can be
obtained from the recurrence relations

ej =
cj

bj − ajej−1
, fj =

dj + ajfj−1

bj − ajej−1
, j = 1, 2, . . . , J − 1; (2.70)

while identifying the boundary condition U0 = 0 with (2.69) for j = 0
gives the initial values

e0 = f0 = 0. (2.71)

Having used these recurrence relations to find the coefficients, the values
of Uj are easily obtained from (2.69): beginning from the known value of
UJ , this equation gives the values of UJ−1, UJ−2, . . . , in order, finishing
with U1.

The use of a recurrence relation like (2.69) to calculate the values of
Uj in succession may in general be numerically unstable, and lead to
increasing errors. However, this will not happen if, for each j, |ej | < 1
in (2.69), and we leave it as an exercise to show that the conditions
(2.67) and (2.68) are sufficient to guarantee this (see Exercise 4).

The algorithm is very efficient (on a serial computer) so that (2.64) is
solved with 3(add) + 3(multiply) + 2(divide) operations per mesh point,
as compared with 2(add) + 2(multiply) operations per mesh point for
the explicit algorithm (2.19). Thus it takes about twice as long for each
time step. The importance of the implicit method is, of course, that the
time steps can be much larger, for, as we shall see, there is no longer
any stability restriction on ∆t. We shall give a proof of the convergence
of this implicit scheme in the next section, as a particular case of a
more general method. First we can examine its stability by the Fourier
method of Section 2.7.

We construct a solution of the difference equations for Fourier modes
of the same form as before,

Un
j = (λ)neik(j∆x). (2.72)

This will satisfy (2.64) provided that

λ − 1 = µλ(eik∆x − 2 + e−ik∆x)

= −4µλ sin2 1
2k∆x, (2.73)
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which shows that

λ =
1

1 + 4µ sin2 1
2k∆x

. (2.74)

Evidently we have 0 < λ < 1 for any positive choice of µ, so that this
implicit method is unconditionally stable. As we shall see in the next
section, the truncation error is much the same size as that of the explicit
scheme, but we no longer require any restriction on µ to ensure that no
Fourier mode grows as n increases.

The time step is still limited by the requirement that the truncation
error must stay small, but in practice it is found that in most problems
the implicit method can use a much larger ∆t than the explicit method;
although each step takes about twice as much work, the overall amount
of work required to reach the time tF is much less.

2.10 The weighted average or θ-method

We have now considered two finite difference methods, which differ only
in that one approximates the second space derivative by three points on
the old time level, tn, and the other uses the three points on the new
time level, tn+1. A natural generalisation is to an approximation which
uses all six of these points. This can be regarded as taking a weighted
average of the two formulae. Since the time difference on the left-hand
sides is the same, we obtain the six-point scheme (see Fig. 2.6)

Un+1
j − Un

j = µ
[
θδ2

xUn+1
j + (1 − θ)δ2

xUn
j

]
, j = 1, 2, . . . , J − 1. (2.75)

We shall assume that we are using an average with nonnegative
weights, so that 0 ≤ θ ≤ 1; θ = 0 gives the explicit scheme, θ = 1
the fully implicit scheme. For any θ �= 0, we have a tridiagonal system
to solve for

{
Un+1

j

}
, namely,

−θµUn+1
j−1 + (1 + 2θµ)Un+1

j − θµUn+1
j+1 =

[
1 + (1 − θ)µδ2

x

]
Un

j . (2.76)

Clearly the coefficients satisfy (2.67) and (2.68), so the system can be
solved stably by the Thomas algorithm given above for the fully implicit
scheme.

Let us consider the stability of this one-parameter family of schemes
by using Fourier analysis as in Section 2.7 and above. Substituting the
mode (2.72) into equation (2.75), we obtain

λ − 1 = µ[θλ + (1 − θ)]
(
eik∆x − 2 + e−ik∆x

)
= µ[θλ + (1 − θ)]

(
−4 sin2 1

2k∆x
)
,



2.10 The weighted average or θ-method 27

n

t

n + 1

j x

Fig. 2.6. The θ-method.

i.e.,

λ =
1 − 4(1 − θ)µ sin2 1

2k∆x

1 + 4θµ sin2 1
2k∆x

. (2.77)

Because µ > 0, and we are assuming that 0 ≤ θ ≤ 1, it is clear that we
can never have λ > 1: thus instability arises only through the possibility
that λ < −1, that is that

1 − 4(1 − θ)µ sin2 1
2k∆x < −

[
1 + 4θµ sin2 1

2k∆x
]
,

i.e.,

4µ(1 − 2θ) sin2 1
2k∆x > 2.

The mode most liable to instability is the one for which the left side is
largest: as before this is the most rapidly oscillatory mode, for which
k∆x = π. This is an unstable mode if

µ(1 − 2θ) > 1
2 . (2.78)

This includes the earlier explicit case, θ = 0: and it also shows that
the fully implicit scheme with θ = 1 is not unstable for any value of µ.
Indeed no scheme with θ ≥ 1

2 is unstable for any µ. If condition (2.78)
is satisfied there can be unbounded growth over a fixed time as ∆t → 0
and hence n → ∞: on the other hand if (2.78) is not satisfied, we have
|λ(k)| ≤ 1 for every mode k, so that no mode grows at all and the scheme
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is stable. Thus we can summarise the necessary and sufficient conditions
for the stability of (2.75) as

when 0 ≤ θ < 1
2 , stable if and only if µ ≤ 1

2 (1 − 2θ)−1

when 1
2 ≤ θ ≤ 1, stable for all µ.


 (2.79)

The two cases are often referred to as conditional and unconditional
stability respectively. As soon as θ is non-zero a tridiagonal system has to
be solved, so there would seem to be no advantage in using schemes with
0 < θ < 1

2 which are only conditionally stable – unless they were more
accurate. Thus we should next look at the truncation error for (2.75).

To calculate the truncation error for such a six-point scheme it is
important to make a careful choice of the point about which the Taylor
series are to be expanded. It is clear that the leading terms in the trun-
cation error will be the same for any choice of this expansion point: but
the convenience and simplicity of the calculation can be very materially
affected. Thus for the explicit scheme (2.31) the natural and convenient
point was (xj , tn): by the same argument the natural point of expansion
for the purely implicit scheme (2.63) would be (xj , tn+1). However, for
any intermediate value of θ we shall use the centre of the six mesh points,
namely (xj , tn+1/2), and often write the truncation error as T

n+1/2
j . It is

also helpful to group the terms in the scheme in a symmetric manner so
as to take maximum advantage of cancellations in the Taylor expansions.
Working from (2.75) we therefore have, using the superscript/subscript
notation for u as well as U ,

un+1
j =

[
u + 1

2∆t ut + 1
2

( 1
2∆t

)2
utt + 1

6

( 1
2∆t

)3
uttt + · · ·

]n+1/2

j
,

un
j =

[
u − 1

2∆t ut + 1
2

( 1
2∆t

)2
utt − 1

6

( 1
2∆t

)3
uttt + · · ·

]n+1/2

j
.

If we subtract these two series, all the even terms of the two Taylor series
will cancel, and we obtain

δtu
n+1/2
j = un+1

j − un
j =

[
∆t ut + 1

24 (∆t)3uttt + · · ·
]n+1/2
j

. (2.80)

Also from (2.30) we have

δ2
xun+1

j =
[
(∆x)2uxx + 1

12 (∆x)4uxxxx + 2
6! (∆x)6uxxxxxx + · · ·

]n+1
j

.

(2.81)
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We now expand each term in this series in powers of ∆t, about the
point (xj , tn+1/2). For simplicity in presenting these expansions, we
omit the superscript and subscript, so it is understood that the resulting
expressions are all to be evaluated at this point. This gives

δ2
xun+1

j =
[
(∆x)2uxx + 1

12 (∆x)4uxxxx + 2
6! (∆x)6uxxxxxx + · · ·

]
+ 1

2∆t
[
(∆x)2uxxt + 1

12 (∆x)4uxxxxt + · · ·
]

+ 1
2

( 1
2∆t

)2 [
(∆x)2uxxtt + · · ·

]
+ · · · .

There is a similar expansion for δ2
xun

j : combining these we obtain

θδ2
xun+1

j + (1 − θ)δ2
xun

j =[
(∆x)2uxx + 1

12 (∆x)4uxxxx + 2
6! (∆x)6uxxxxxx + · · ·

]
+ (θ − 1

2 )∆t
[
(∆x)2uxxt + 1

12 (∆x)4uxxxxt + · · ·
]

+ 1
8 (∆t)2(∆x)2 [uxxtt] + · · · . (2.82)

Here we have retained more terms than we shall normally need to calcu-
late the principal part of the truncation error, in order to show clearly
the pattern for all the terms involved. In addition we have not exploited
yet the fact that u is to satisfy the differential equation, so that (2.80)
and (2.82) hold for any sufficiently smooth functions. If we now use
these expansions to calculate the truncation error we obtain

T
n+1/2
j :=

δtu
n+1/2
j

∆t
−

θδ2
xun+1

j + (1 − θ)δ2
xun

j

(∆x)2
(2.83)

= [ut − uxx] +
[( 1

2 − θ
)
∆t uxxt − 1

12 (∆x)2uxxxx

]
+

[ 1
24 (∆t)2uttt − 1

8 (∆t)2uxxtt

]
+

[ 1
12

( 1
2 − θ

)
∆t (∆x)2uxxxxt − 2

6! (∆x)4uxxxxxx

]
(2.84)

where we have still not carried out any cancellations but have merely
grouped terms which are ripe for cancellation.

The first term in (2.84) always cancels, so confirming consistency for
all values of θ and µ . The second shows that we shall normally have first
order accuracy (in ∆t) but that the symmetric average θ = 1

2 is special:
this value gives the well known and popular Crank–Nicolson scheme,
named after those two authors who in a 1947 paper1 applied the scheme
very successfully to problems in the dyeing of textiles. Since the third

1 Crank, J. and Nicolson, P. (1947) A practical method for numerical evaluation
of solutions of partial differential equations of the heat-conduction type. Proc.
Camb. Philos. Soc. 43, 50–67.
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term in (2.84) does not cancel even when we exploit the differential
equation to obtain

T
n+1/2
j = − 1

12

[
(∆x)2uxxxx + (∆t)2uttt

]n+1/2
j

+ · · · (2.85)

(when θ = 1
2 ),

we see that the Crank–Nicolson scheme is always second order accurate
in both ∆t and ∆x: this means that we can exploit the extra stability
properties of the scheme to take larger time steps, with for example
∆x = O(∆t), and because then the truncation error is O

(
(∆t)2

)
we can

achieve good accuracy economically.
Another choice which is sometimes advocated is a generalisation of

that discussed in Section 2.5. It involves eliminating the second term in
(2.84) completely by relating the choice of θ to that of ∆t and ∆x so
that

θ = 1
2 − (∆x)2/12∆t, (2.86)

i.e.,

µ =
1

6(1 − 2θ)
, (2.87)

but note that this requires (∆x)2 ≤ 6∆t to ensure θ ≥ 0. This gives a
value of θ less than 1

2 but it is easy to see that the condition (2.79) is
satisfied, so that it is stable. It reduces to µ = 1

6 for the explicit case
θ = 0. The resulting truncation error is

T
n+1/2
j = − 1

12

[
(∆t)2uttt + 1

20 (∆x)4uxxxxxx

]n+1/2
j

+ · · · (2.88)

(when θ = 1
2 − 1

12µ ),

which is O
(
(∆t)2 + (∆x)4

)
. Thus again we can take large time steps

while maintaining accuracy and stability: for example, with ∆t = ∆x =
0.1 we find we have θ = 1

2 − 1
120 so the scheme is quite close to the

Crank–Nicolson scheme.
There are many other possible difference schemes that could be used

for the heat flow equation and in Richtmyer and Morton (1967) (pp.
189–91), some fourteen schemes are tabulated. However the two-time-
level, three-space-point schemes of (2.75) are by far the most widely
used in practice, although the best choice of the parameter θ varies from
problem to problem. Even for a given problem there may not be general
agreement as to which scheme is the best. In the next section we consider
the convergence analysis of these more general methods: but first we give



2.10 The weighted average or θ-method 31

10 20 30 40 50 80 100
−5

−4.5

−4

−3.5

−3

−2.5

−2

−1.5

lo
g 1

0 
E

J

Fig. 2.7. Maximum error on [0, 1] × [0.1, 1] plotted against
J , for various schemes.

A : θ = 0, µ = 1
2 —0—0—0—0

B : θ = 1
2 , µ = 1
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C : θ = 1
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θ = 1
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2 · · · + · · · + · · ·

D : θ = 1, µ = 5 — ∗ — ∗ — ∗ —

θ = 1, ν = 1
2 - - - ∗ - - - ∗ - - - ∗ - - -

results for the problem of (2.49) obtained with implicit methods, which
show similar behaviour to those of Fig. 2.4 obtained with the explicit
method, with the Crank–Nicolson method being particularly accurate.
In the set of graphs in Fig. 2.7 the maximum error E is plotted against
the number of mesh points J for various schemes: to eliminate transient
behaviour for small t we have used

E := max
{∣∣en

j

∣∣ , (xj , tn) ∈ [0, 1] × [0.1, 1]
}

.

We start with J = 10; for each implicit scheme we show a graph
with fixed µ = ∆t/(∆x)2 as a solid line, and also a graph with fixed
ν = ∆t/∆x as a dotted line; note that in the latter case the number of
time steps that are needed increases much more slowly. The values of µ
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and ν are chosen so that they give the same value of ∆t when J = 10;
this requires that µ = 10ν. For the explicit scheme there is just one
graph, for µ = 1

2 , the largest possible value for a stable result.
Plot A, for the explicit scheme, shows the expected O(∆t) = O

(
J−2

)
behaviour; so too does Plot B, for the Crank–Nicolson scheme with
µ = 1

2 . In the expression (2.85) for the truncation error of the Crank–
Nicolson scheme we see that when µ is kept constant the second term
is negligible compared with the first, so the two plots just differ by the
fixed ratio of 1

2 between their truncation errors. Also, as we shall see
in the next section a maximum principle applies to both schemes so
their overall behaviour is very similar. For Plot B, with ν = 1

20 kept
constant, the two terms are both of order O

(
(∆x)2

)
, but the second

term is numerically much smaller than the first; this accounts for the
fact that the two lines in Plot B are indistinguishable.

Plot C also shows the Crank–Nicolson scheme, but here µ = 5 is much
larger. The numerical solution has oscillatory behaviour for small t, and
the two graphs in Plot C are therefore much more erratic, not settling to
their expected behaviour until J is about 40. For J larger than this the
two graphs with µ = 1

2 and µ = 5 are close together, illustrating the fact
that the leading term in the truncation error in (2.85) is independent
of µ. However, when ν = 1

2 is constant, the second term in (2.85) is a
good deal larger than the first, and when J > 40 this graph lies well
above the corresponding line in Plot B. Further analysis in Section 5.8
will help to explain this behaviour.

For the fully implicit method (plot D), where the maximum principle
will apply again, the results are poor but as expected: with µ = 5 we
have O(∆t) = O

(
J−2

)
behaviour; and with ∆t/∆x = 1

2 we get only
O(∆t) = O(J−1) error reduction.

These graphs do not give a true picture of the relative effectiveness
of the various θ-methods because they do not take account of the work
involved in each calculation. So in the graphs in Fig. 2.8 the same results
are plotted against a measure of the computational effort involved in
each calculation: for each method this should be roughly proportional
to the total number of mesh points (∆x∆t)−1, with the explicit method
requiring approximately half the effort of the implicit methods. The
two lines in Plot B are no longer the same: when J increases with
fixed ν the time step ∆t decreases more slowly than when µ is fixed, so
less computational work is required. These graphs show that, for this
problem, the Crank–Nicolson method with ν = 1

2 is the most efficient of
those tested, provided that J is taken large enough to remove the initial
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Fig. 2.8. Maximum error on [0, 1] × [0.1, 1] plotted against
the total number of mesh points for various schemes.
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oscillations; but a comparison with the ν = 1
20 plot suggests alternative

choices of ν might be better.

2.11 A maximum principle and convergence for µ(1 − θ) ≤ 1
2

If we consider what other properties a difference approximation to ut =
uxx should possess beyond convergence as ∆t, ∆x → 0 (together with the
necessary stability and a reasonable order of accuracy), a natural next
requirement is a maximum principle. For we know mathematically (and
by common experience if u represents, say, temperature) that u(x, t) is
bounded above and below by the extremes attained by the initial data
and the values on the boundary up to time t. Such a principle also lay
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behind the proof of convergence for the explicit scheme in Section 2.6:
and any engineering client for our computed results would be rather
dismayed if they did not possess this property. We generalise that result
by the following theorem.

Theorem 2.2 The θ-method of (2.75) with 0 ≤ θ ≤ 1 and µ(1 − θ) ≤ 1
2

yields
{
Un

j

}
satisfying

Umin ≤ Un
j ≤ Umax (2.89)

where

Umin := min
{
Um

0 , 0 ≤ m ≤ n; U0
j , 0 ≤ j ≤ J ; Um

J , 0 ≤ m ≤ n
}

,

(2.90)
and

Umax := max
{
Um

0 , 0 ≤ m ≤ n; U0
j , 0 ≤ j ≤ J ; Um

J , 0 ≤ m ≤ n
}

.

(2.91)
For any refinement path which eventually satisfies this stability con-
dition, the approximations given by (2.75) with consistent initial and
Dirichlet boundary data converge uniformly on [0, 1] × [0, tF ] if the ini-
tial data are smooth enough for the truncation error T

n+1/2
j to tend to

zero along the refinement path uniformly in this domain.

Proof We write (2.75) in the form

(1 + 2θµ)Un+1
j = θµ

(
Un+1

j−1 + Un+1
j+1

)
+ (1 − θ)µ

(
Un

j−1 + Un
j+1

)
+ [1 − 2(1 − θ)µ] Un

j . (2.92)

Then under the hypotheses of the theorem all the coefficients on the right
are nonnegative and sum to (1 + 2θµ). Now suppose that U attains its
maximum at an internal point, and this maximum is Un+1

j , and let U∗

be the greatest of the five values of U appearing on the right-hand side of
(2.92). Then since the coefficients are nonnegative Un+1

j ≤ U∗; but since
this is assumed to be the maximum value, we also have Un+1

j ≥ U∗, so
Un+1

j = U∗. Indeed, the maximum value must also be attained at each
neighbouring point which has a non-zero coefficient in (2.92). The same
argument can then be applied at each of these points, showing that the
maximum is attained at a sequence of points, until a boundary point
is reached. The maximum is therefore attained at a boundary point.
An identical argument shows that the minimum is also attained at a
boundary point, and the first part of the proof is complete.
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By the definition of truncation error (see (2.84)), the solution of the
differential equation satisfies the same relation as (2.92) except for an
additional term ∆t T

n+1/2
j on the right-hand side. Thus the error en

j =
Un

j − un
j is determined from the relations

(1 + 2θµ)en+1
j = θµ

(
en+1
j−1 + en+1

j+1

)
+ (1 − θ)µ

(
en
j−1 + en

j+1
)

+ [1 − 2(1 − θ)µ] en
j − ∆tT

n+1/2
j (2.93)

for j = 1, 2, . . . , J−1 and n = 0, 1, . . . together with initial and boundary
conditions. Suppose first of all that these latter are zero because U0

j =
u0

j , Um
0 = um

0 and Um
J = um

J . Then we define, as in Section 2.6,

En := max
0≤j≤J

∣∣en
j

∣∣ , Tn+1/2 := max
1≤j≤J−1

∣∣∣Tn+1/2
j

∣∣∣ . (2.94)

Because of the nonnegative coefficients, it follows that

(1 + 2θµ)En+1 ≤ 2θµEn+1 + En + ∆t Tn+1/2

and hence that

En+1 ≤ En + ∆t Tn+1/2 (2.95)

so that, since E0 = 0,

En ≤ ∆t

n−1∑
0

Tm+1/2,

≤ n∆t max
m

Tm+1/2 (2.96)

and this tends to zero along the refinement path under the assumed
hypotheses.

So far we have assumed that numerical errors arise from the truncation
errors of the finite difference approximations, but that the boundary
values are used exactly. Suppose now that there are errors in the initial
and boundary values of Un

j and let us denote them by ε0j , εm
0 and εm

J

with 0 ≤ j ≤ J and 0 ≤ m ≤ N , say. Then the errors en
j satisfy the

recurrence relation (2.93) with initial and boundary values

e0
j = ε0j , j = 0, 1, . . . , n,

em
0 = εm

0 , em
J = εm

J , 0 ≤ m ≤ N.

Then (by Duhamel’s principle) eN
j can be written as the sum of two

terms. The first term satisfies (2.93) with zero initial and boundary
values; this term is bounded by (2.96). The second term satisfies the
homogeneous form of (2.93), with the term in T omitted, and with the
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given non-zero initial and boundary values. By the maximum principle
this term must lie between the maximum and minimum values of these
initial and boundary values. Thus the error of the numerical solution
will tend to zero along the refinement path, as required, provided that
the initial and boundary values are consistent; that is, the errors in the
initial and boundary values also tend to zero along the refinement path.

The condition for this theorem, µ(1 − θ) ≤ 1
2 , is very much more

restrictive than that needed in the Fourier analysis of stability, µ(1 −
2θ) ≤ 1

2 ; for example, the Crank–Nicolson scheme always satisfies the
stability condition, but only if µ ≤ 1 does it satisfy the condition given
for a maximum principle, which in the theorem is then used to deduce
stability and convergence. In view of this large gap the reader may
wonder about the sharpness of this theorem. In fact, the maximum
principle condition is sharp, but a little severe: for with J = 2 and
U0

0 = U0
2 = 0, U0

1 = 1, one obtains U1
1 = 1 − 2(1 − θ)µ which is

nonnegative only if the given condition is satisfied; but, of course, one
would use larger values of J in practice and this would relax the condi-
tion a little (see Exercise 11). Moreover, if with Un

0 = Un
J = 0 one wants

to have ∣∣Un
j

∣∣ ≤ K max
0≤i≤J

∣∣U0
i

∣∣ ∀j, n (2.97)

satisfied with K = 1, which is the property needed to deduce the error
bound (2.96), it has recently been shown1 that it is necessary and suf-
ficient that µ(1 − θ) ≤ 1

4 (2 − θ)/(1 − θ), giving µ ≤ 3
2 for the Crank–

Nicolson scheme. It is only when any value of K is accepted in this
growth bound, which is all that is required in the stability definition of
(2.55), that the weaker condition µ(1 − 2θ) ≤ 1

2 is adequate. Then for
Crank–Nicolson one can actually show that K ≤ 23 holds!

Thus the maximum principle analysis can be viewed as an alterna-
tive means of obtaining stability conditions. It has the advantage over
Fourier analysis that it is easily extended to apply to problems with
variable coefficients (see below in Section 2.15); but, as we see above, it
is easy to derive only sufficient stability conditions.

These points are illustrated in Fig. 2.9. Here the model problem is
solved by the Crank–Nicolson scheme. The boundary conditions specify
that the solution is zero at each end of the range, and the initial condition

1 See Kraaijevanger, J.F.B.M. (1992) Maximum norm contractivity of discretization
schemes for the heat equation. Appl. Numer. Math. 99, 475–92.
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After 1 time step

After 2 time steps

After 10 time steps

At t  =  0

µ = 1 µ = 2

Fig. 2.9. The Crank–Nicolson method applied to the heat
equation where the initial distribution has a sharp spike at
the mid-point; J = 20, ∆x = 0.05.

gives the values of U0
j to be zero except at the mid-point; the value at

the mid-point is unity. This corresponds to a function with a sharp spike
at x = 1

2 .
In the case µ = 2 the maximum principle does not hold, and we

see that at the first time level the numerical solution becomes negative
at the mid-point. This would normally be regarded as unacceptable.
When µ = 1 the maximum principle holds, and the numerical values all
lie between 0 and 1, as required. However, at the first time level the






